Differential Coding

* If the source {x.} is highly correlated from sample to sample
— the dynamic range and the variance of {d,} are significantly smaller
than that of {x,} d,=X,—X,
» Example
—input sequence x,,: 6.2 9.7 13.2 59 8 7.4 42 1.8
— difference sequence d,, = X, — X,., (@ssume x, =0)
62 35 35 -73 21 -06 -3.2 -24
(in lossless compression mode)
— the original sequence can be recovered exactly by x, = x,,+d,
(in lossy compression mode)
— Suppose a 7-level quantizer Q with output values { -6, -4, -2, 0, 2, 4, 6} is adopted
d =Qd,] : 6 4 4 6 2 0 -4 -2
)zn:)“(n_l+&n; 6 10 14 8 10 10 6 4

— The error between the original sequence and the reconstructed sequence

X,-X,: 02 -03 -08 -21 -2 -26 -1.8 -2.2

2006/12/7 Yuh-Ming Huang, Data Coding Group, NCNU CSIE Differential Coding 1

Differential Coding — type |

e Forasequence{x,}

- the difference sequence {d, }is generated by d, = X, - X,,. +
q {d,}isg y 1 X Y d, @i’l

- this difference sequence is then quantized to obtain the sequence {d,} _

d, =Q[d,]=d, +q, where q, is the quantization error Delay X1
- the reconstructed sequence {X,}is obtained by Encoder

R, = Kpq+d, A

— . Lo d +
o If both encoder and decoder start with X, , that is X, = X, (:O) n Y,
n

d, =X, -X X +

d, =Q[d,]=d; +q;

Ry = Ro+0; = Xo + 0y +0p = Xo+ (X~ Xg) + 0y = X +0y
dy =X, - X

d, = Q[d,] =d, +q,

Xy =Xy +0dy =X +0; +dp +0p =X +0g + (X, - X;) +0p = X, +0; + 0

Quantization error
: ) accumulates
R, =X, +qu as the process continues
k=1
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Differential Coding — type Il

* For a sequence {X.}
— the difference sequence {d }is generatedby d =x -X
— this difference sequence is then quantized to obtain the sequence {d }
d,=Q[d,]=d, +q,
where 4. is the quantization error
— the reconstructed sequence {;(n}is obtained by

X, =X, ,+d,

¢ |f both encoder and decoder start with X, , that is >A(0 =% =0
d, = X; — X,

dAl = Q[dl]: d1 +4,

x1=x|+d1=xo+dl+q1=xo+(x1—xo)+q1= X, + 0,

dAz =Q[d,]=d, +q,

)A(2=)A(1+dA2:(X2—d2)+(d2+q2)=X2+q2

. <[ No accumulation of the quantization error }
X, = X,+0,
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Differential Coding — type Il (cont.)

e Inputsequence: 6.2 9.7 132 59 8 74 42 138

Xn +# > d\ +
A > n
% %, 4 -H{Delay|
Decoder
-d =x,-%, : 62 37 32 -81 0 -06 -38 -22
-d=Qd] : 6 4 4 -6 0 0 -4 -2
- %, =%,+d : 0 6 10 14 8 8 8 4 2

the error between the original sequence and the reconstructed sequence
X, -X, 02 -03 -08 -21 0 -06 0.2 -0.2

Q: 1. d, =z dynamic range type Il tt type | X, . quantization error T
2. Type Il frf&tggain, 5t 1. Frif B UEZR?
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Xn_>+ (P 7dn : d_n> dn + )’in
P : P
pn + y +
ﬁ) ]
Encoder Decoder
* Differential pulse code modulation
— PredictorP i If p, = X, ; and p, =0 then

P, = T (X, 1) X, 0ee1 Xg) d, =x, )
» P,should be as close to X, as possible 32 : ;‘2 B )sz =X 7 X
« Difference d, =x, - p, 3T
— Quantizer Q

an =Q[dy]=d, +dp

= )A(n:pn"‘an:(xn —dp)+(dy +dp) =X, +0p
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Design of the DPCM Predictor (1)

e Linear Predictor
—assume A is very small \
P, = al)zn—l + az)A(nfz +eetay )zan =a X, X, e +a Xy = Z QX
i=1
dn =Xy = pn
— mean squared error ;

P,—>d,—>0q,—>xn (X,=X,+0,)

G§:E|:(Xn_ZN:aanij :| T |
i1 coupling effect

_find At .. <0 as 1o minimize Gg ..............................................................

. aEHxn-ﬁlaixmy]_ZEMm_

N . =RA=P
= Rxx k)= ainx(I_k) - D-
(k) Zl S A=RIP
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Design of the DPCM Predictor (2)

R, (0) R. (1) R.(2) .. R(N-1T
R, (1) R, (0) R.(1) .. R,(N-2)
R=| R_(2) R. (1) R.(0) .. R,(N-3)
_RXX(N—l) RN -2) R.N-3) .. R.(0)
3, R, (1)
A= o] B where R (cK)2 R (K).
Example: L& R (N)
_ N=1

R, (1)=a,R,(0)=a,62 Example: Given M speech data points x,
R, (1) 1 W

2 —
°x Rxx(k) ——inxi+k

- N=2 M —k

= a, =

i=1
Rxx (1) = al Rxx (O) + az Rxx (1)
Rxx (2) = al Rxx (1) + a2 Rxx (O)
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Design of the DPCM Predictor (3)

Quasi-periodic

A segment of speech X, The residual sequence d, using a 3-order predictor

Performance of DPCM system with different predictors and quantizers
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Design of the DPCM Predictor (4)

The reconstructed sequence using a 3-order  The reconstructed sequence using a 3-order
predictor and an 8-level uniform quantizer predictor and an 8-level Jayant quantizer
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Adaptive DPCM — ADPCM

* In DPCM
- the input data is assumed to be stationary
+ i.e. the statistical characteristics do not change with time
N the predictor and quantizer are designed with fixed parameters
» Adaptive design

- an backword adaptive predictor usually has a adaptive quantizer

1. If the predictor does not adapt properly at some point, the large
residues will tend to fall in the overload regions with unbounded
guantization errors.

2. The reconstructed values with these large errors will then be used
to adapt the predictor, which will result in the predictor moving
further and further from the input

- but, an adaptive quantizer can have a fixed predictor
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ADPCM with backword adaptive quantization

«Adaptive quantization

- adapt the quantizer to the local behavior of nonstationary inputs
- Jayant quantizer

A, =M I(n—l)An—l
where M|(n_1) is the multiplier for quantization interval I(n-1) at time n-1

M
ce.g. ot Quput M
M2
A =05 5AI2T
1>My<M; <M, <Mj;>1 3a/2]
A2+
09 09 125 1.75 -3 20 -A A 2A 3
T T T T T T >
—-Al2
" Input
T —-3A/2
MS
|7 T —-5A/2
MG
M, T —7A/2
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ADPCM with forward adaptive prediction

» Forward Adaptive Prediction

- recomputed the covariance matrix and the corresponding weighting
factors periodically
- e.g.
for speech signal of sampling rate = 8000 samples/sec
Each block consists of about 16 ms of speech
= 128 samples/book
* For a block length of M

1 IM —k
R1y (k) = VI D Xixjsk for k positive
- Ni=(I-D)M +1
or
IM
R1y (k) = L D Xixjsk for k negative

M+ KoM 1k

Notice : Ry (k) = Ry (=k)
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ADPCM with backward adaptive prediction

2 S 2

dn = (Xn - a1Xn—1)
(1) _ g, OGa : onali

aj"™ =af" -~ -, where a is some proportionality constant
al

od?
0a,
al"™ =al" +ad X , (absorb the 2 into )

= —2(Xn — al)?n_l)xn_l = _2dn)f(>n—1

= a"=a" +ad X ,
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Delta Modulation (DM)

® Delta Modulation (DPCM system with two-level quantizer)
- one-bit quantizer A
A A, ifdp>0
d ‘Q[d"]“EA, if dy<0
- slope overload noise
» caused by the inherent limitation of the stair case X

A

i step size A
maximum slope = : ==
sampling period T

- granular noise
* variation around the zero-difference region

- A T= slope overload {, but granular noise T
- A 4= granular noise , but slope overload T

A

dy %, x2—>21, X3 —Xg, o
X i
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Adaptive DM (1)

A source output sampled and coded using adaptive delta modulation
*Constant Factor Adaptive Delta Modulation (CFDM)
- by monitoring the slope of the input sample

- the sign of quantization output does not change = in slope overload region = increase A
- the sign of quantization output changes = in granular region = decrease A

- e.g. (1-sample memory)
1 if dy >0 (e +Ap)
-1 ifdy <0 (e -Ap)
—Adaptation
Mi1An.1 Sp = sp-1
A, = {
M2Ap.1  Sp # Sp-1

where M;>1, M, <1, and M;M, =1 (In general M, < 2)
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Adaptive DM (2)

e.g. (2-sample memory)
- adaptation

M1An_1=0.4A,_1 Sp#Sn_1=Sn—2  overload - granular

Ap ={M2An_1=094n_1 Sn#Sp_1#Sn-2 smirgranular, but A kK
M3An_1=19An_1" Sp=Sp_1#Sp_2 granular — overload
M4An-1=2.0An-1 Sn=Sn-1=Sn-2  m¢roverload, but A {4/

 Continuously Variable Slope Delta Modulation (CVSD)
- adaptation

Ap = fAn_1 +anlg
where 0< <1 and

a :{](.) Sn :Sn_lz...:Sn_j_l
n otherwise
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