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7.1 Definitions of Strongly Chordal
Graphs

Def: A strong elimination ordering (SEO) of a graph G = (V, E) Is an
ordering [vy, Vy, ...,V ]JOf Vsuch that vV i, J, k, | € {1, 2, ..., n}.

@i<j<kvy,vivye EVvyv ek
(b)i<j<k<l vy, vyv,vvye E=vy ek

Def: A graph is strongly chordal graph if G has a SEO.

Remark:

@ A strong elimination ordering is a perfect elimination ordering
= A strongly chordal graph is chordal graph.

OW~: (a)
@ ; b O@O
%1 5 36
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7.1 Definitions of Strongly Chordal
Graphs

EX<’ dii%kC

)
i ko

= Notation: Given [v, V,, ..., V,]: & vertex ordering,

= Lemma: [vq, Vo, ..., V] IS & Strong elimination ordering iff
1<, k<Li~K i~lj~k=]~I (SEO2)
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7.1 Definitions of Strongly Chordal
Graphs

= Lemma: [vq, Vo, ..., V] IS & Strong elimination ordering iff
1<, k<Li~K i~lj~k=]~]I (SEO2)

Proof. (1/3)
(@)@ Vi<j<k vy, vy eE
CiL) ki~ i~k ] ~]
- By (SEO2),j~kand "." <k, J#k .. vy, € E
(D) Vi<j<k<l vy, vy, vy € E
i, kLLi~k i~ j~k
- By (SEO2),j~land "." j< 1 j#1 . vy, eE
(=)Ifi=jork=lorj=1thenj~I
Sowe may assumei<j, k<l j#lI
W.L.O.G. we may assume i £k
Casel:j<k. Case2:j=k. Cased:k<].
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7.1 Definitions of Strongly Chordal
Graphs

= Lemma: [vq, Vo, ..., V] IS & Strong elimination ordering iff
1<, kLLi~K i~ j~k=>j~I (SEO2)
Proof. (2/3) i<, k<l j#land i<k
(=) Case 1:j <k:
Theni<j<k<l
S By (B), vivi, viv, Vv e E Vv e E j ~
Case 2: ) =k:
Theni<j<I
~By@),vw,vweE=>vweE=j~I
Case 3: k<j:
Theni<k<]j, k<l
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7.1 Definitions of Strongly Chordal
Graphs

= Lemma: [vq, V,, ..., V,] IS @ Strong elimination ordering iff
1<, k<Li~K i~lj~k=]~]I (SEO2)
Proof. (3/3) i<, k<l j#land i<k
(=) Case 3: k<]
Theni<k<]j, k<l
@i=k:vyv=vy eE

@i<k:.i<k<landvy,,vyv, e E
- By (a),vv,e E i@

Hence k <I, k<jand vy, vv, e E
- By (@),vweE=j~I iéek ,?J

= Notation: For i <}, define N;[v;] = {v, : k>1and j ~ k}.
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7.1 Definitions of Strongly Chordal
* Graphs

Thm: (SEO2) < a<b<c,a~banda~c= N,v,] < N,V

Proof. (%) ® ®
SEQ2
© ( )

Note: By (SEOZ2), we can see an ordering is SEO or not by the
adjacent matrix A + I; it will satisfy:

k | k |

1 |1 1 1 (1 1
1[1]21[11] _ _
1 1 0 0 O
Ex 11110
A+1=(0 1 1 1 O
0O 1 1 1 1
000 1 1
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7.1 Definitions of Strongly Chordal
ﬁ Graphs

Note: There exist a polynomial algorithm to recognize a strongly
chordal graph which constructs SEO on the vertices, if one exists.

Reference:

1. M. Farber, Applications of |.p. duality to problems involving
Independence and domination, Ph.D. Thesis, Rutgers University, New
Brunswick, NJ (January 1982); also issued as Technical Report 81-
13, Computing Science Department, Simon Fraser University, 1981.

2. M. Farber, Characterizations of strongly chordal graphs, Discrete
Math. 43 (1983) 173-189.
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7.2 The Weighted Domination
Problem on Strongly Chordal Graphs

Def: G is a weighted graph with each v; be assigned a real weight w;,

@ The weighted domination (WD) problem for a weighted graph G
Is to find a dominating set D s.t. w(D) = Zwi IS minimum.

v;eD
@ #©G,w)= mgn w(D) (for the case of w, =1, V i, (G, w) = AG).)
® Let P(G) is the frgllowing linear program:
Minimize ZWiXi
i=1

Subject to {Z X, 21,V]
i~
X. 20,Vi
@ Let P,(G) is the linear program P(G) with x; € {0, 1}, V i.

® value(P) = the value of the optimal solution of a linear program P.
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7.2 The Weighted Domination
Problem on Strongly Chordal Graphs

Remark:
® 3 1 -1 correspondence between feasible solutions to P,(G) and
dominating sets in G.
® An optimal solution to P,(G) corresponds to a minimum weighted
dominating set in G.

® P(G) is unbounded if 3 i, w; < 0.

Lemma: G = (V, E) is a graph in which every vertex v has a weight
w(v) € R. Let wq{v) = max{0, w(v)}
= {G, W) = {G, W) + D W(X)

xeV

w(x)<0
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7.2 The Weighted Domination
Problem on Strongly Chordal Graphs

n!

= Lemma: G = (V, E) isagraph in which every vertex v has a weight
w(v) € R. Let w1v) = max{0, w(v)}=> G, w) = G, w) + X W(X)
xeV

w(x)<0

Proof.
Suppose D is a dominating set of G such that (G, w) = w(D).
UG, w) <w/{D) = w(D) — D, W(X)

xeD
w(x)<0
< w(D) XZV:W(X) = 4G, W) — XZV:W(X)
w(Xx)<0 w(x)<0

Suppose D’is a dominating set of G such that (G, w) =w1{D").
Then D”U A'is also a dominating set of G where A = {veV: w(v)<0}.
Then (G, w) <w(D’U A) =w((D"\A) U A) =w(D"\A) + w(A)

= w{D"\A) + W(A) =w{D’) + W(A) = {G, W) + 2, W(X)

xeV

w(x)<0
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7.2 The Weighted Domination
Problem on Strongly Chordal Graphs

Note: For the remainder of this section, we will assume that w(v;) > 0,
Vv, e V(G).

Def: The dual problem D(G) of P(G) Is the linear program:
Maximize Z} Y
]=
Subjectto ( y, >0,Vj

Thm: (Weakly duality inequality)
V Feasible solutions <xX;, X, «c.y X;>, <Y1, Yo ««., ¥,> fOr P(G), D(G)

2 WX 2y,
i=1 =1
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|

Thm: (Weakly duality inequality)
V Feasible solutions <xi, Xy, «.es X>, <Y1, Yo,

Corollary: value(P(G)) > value(D(G)).
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7.2 The Weighted Domination
Problem on Strongly Chordal Graphs

...y Yo for P(G), D(G)
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7.2 The Weighted Domination
Problem on Strongly Chordal Graphs

|

Note: value(P,(G)) > value(P(G)) > value(D(G)).
" P,(G) is a special problem of P(G)

Thm: If we have feasible solutions X*=(X1, X,y «ces X}, Y*=(V1, Y5 «ees Y
satisfy (CS1) Vj,y;>0=> D x =1
i~ |

(CSZ)‘v’i,xi>O=>Zyj=Wi

j~i
((CS1) and (CS2) called the condition of complementary slackness)

Then Zwi X, = Z yj :
i=1 =1

Notation: @ h(i) =Ww,; — Zyj,‘v’l
@T ={k: k~|andyk>0}
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7.2 The Weighted Domination
Problem on Strongly Chordal Graphs

|

Algorithml:

Input: A strongly chordal graph G with strong elimination ordering
Vy, Vs, ..ey V, @Nd positive vertex weights wy, Wy, ..., W

Output: Optimal solutions to P(G) and D(G).
Initially: T={1,2,...,n},Vi,x,=0,y; =0, h(i) =w;,, T; = {}.
Stage One: forj=1tondo
y; <= min{h(k): k ~ J};
L Vi~], modify h(i), T;;
Stage Two: fori=ntolby-1do
ifh(i)=0and T, c T then

[ X; < 1;

\ [ T« T-T;

n

Time Complexity = O(|V|+|E]).

(c) Spring 2022, Justie Su-Tzu Juan 17



7.2 The Weighted Domination
Problem on Strongly Chordal Graphs

|

Ex: h(ii)= w, =)y, Vi

T.={k:k~iandy,>O0}.

T={1,2,3, 4,5}
X;=0 X, =0 Xg = X, =0 X =0
y1=0 y,=0 Y3 = Y4=0 Y5 =0
h,=2 h,=6 hy = h,=4 hs =4
T,={ 1} T,=1 } T;={ } T,=0 } Ts={ '}

Note: It will follow from the algorithm that if G is strongly chordal,
the P(G) has 0-1 optimal solution, i.e. value(P(G)) = value(P,(G)).

Stage One: forj=1tondo Stage Two: fori=ntolby-1do

y; <= min{h(k): k ~ J};
Modify h(i), T;;

ifh(i)=0and T, < T then
X; < 1;
T« T-T;




7.2 The Weighted Domination
Problem on Strongly Chordal Graphs

= Thm: The final values of X* = <X;, X5, ..., X;> aNd y* = <y,, Yo, vvy Y™
of algorithml are optimal solutions to P(G) and D(G).
l.e. (1) x* Is a feasible solution of P(G).

(2) y* is a feasible solution of D(G).
(3) x*, y* satisfy (CS1) and (CS2).
Proof. (1/5) (2) - (1) - (3)

(2) By stage one, y; 2 0 and h(j) 2 0, V J at any time.
If not,

@ If first become negative ish(i),then3j’s.t.i’j’e E&
h;.4(1) 20, but h;(i’) < 0. (h(i) 2 h(i); y;®2y.when j = k.
hii)=wi— Dy = hi(i) +y; 079 (=0) —y;.0) < 0.

j~i

SYA> (i) o<
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7.2 The Weighted Domination
Problem on Strongly Chordal Graphs

= Thm: The final values of X* = <X;, X5, ..., X;> aNd y* = <y,, Yo, veuy Y™
of algorithml are optimal solutions to P(G) and D(G).
l.e. (1) x* Is a feasible solution of P(G).
(2) y* is a feasible solution of D(G).
(3) x*, y* satisfy (CS1) and (CS2).
Proof. (2/5)
(2) By stage one, y; 2 0 and h(j) 2 0, V J at any time.
If not,

@ If first become negative is y;, when j = J~
"7 y;.=min{h;(k): k~j}and
h;.,(k) 20, V k.
S Y2 0 o
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7.2 The Weighted Domination
Problem on Strongly Chordal Graphs

= Thm: The final values of X* = <x;, X5, ..., X,> and y* = <y, Yo, «e0y Y,
of algorithml are optimal solutions to P(G) and D(G).

l.e. (1) x* is a feasible solution of P(G).
Proof. (3/5)

(1) x; 2 0 is easily to see. (x; is either 0 or 1, Vi) -

Only need to see if Vj, D X; 21, i.e. Vy, 3 X s.t. i* ~jand x;. = 1.
By the choice of y;, 3 k:Jj such that h;(k) = 0 and maxT, <.

Note: *." Ty ={p: p~Kk, y,>0}.
In interation 1,2, ...,J ¢ T, c{1,2,...,]};
In interationp,Vp>j :
Qp~k: - OShp(k)Shj(k):O, " hy(k)=0 = yp=O >T,c{l,2,...,]}
Qlfprki Ty g% T, c{l,2,...,)}

(c) Spring 2022, Justie Su-Tzu Juan 21



7.2 The Weighted Domination
Problem on Strongly Chordal Graphs

= Thm: The final values of X* = <x;, X5, ..., X,> and y* = <y, Yo, «e0y Y,
of algorithml are optimal solutions to P(G) and D(G).

l.e. (1) x* is a feasible solution of P(G).
Proof. (4/5)
(1) Case 1: If x, = Iet I* = Kk, it’s done!!

Case 2: If x, =0, "." h(k) =0 .. T, & T when i = k in stage Two.
|.e.EII>ks.t. X;=land T, NT, #¢.
Letae T, NT,

ragj(.ae T, .. maxT, <))
k<l ("." the choice of I)
< a~k(.maeT))
a~l(."aeT)
_J~k (".” the choice of k)
-. By (SEO2), |~ |, leti* =1, it’s done!!
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7.2 The Weighted Domination
* Problem on Strongly Chordal Graphs

Thm: The final values of X* = <X, X5y «.., X,> and y* = <y,, y,,
of algorithml are optimal solutions to P(G) and D(G).
l.e. (3) x*, y* satisfy (CS1) and (CS2).

Proof. (5/5)

(3) (CS2) Vi, if x; > 0, then x; = 1 and by stage two, h(i)=0. i.e. Z Yi =
(CS1) If Zx > 1for some j, then

i~ ]
i, #L,sti~], X =1
’ .l jXIl_ }:>T|1f'\T ¢
o~ X, =1

Ify;>0,thenj e T; N T;, >«
Sy =0
e Vj, Y X #1=>y $0

i~
LYY >0 ) X =1

i~

ces Yn~
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7.2 The Weighted Domination
q Problem on Strongly Chordal Graphs

Def: n(G, w) = the maximum number of vertices of G (with repetition
allowed) such that each vertex v; of G is equal or adjacent to at most
w; of them.

Corollary: If G is a strongly chordal graph with non-negative integer
weight, then G, w) = n(G, w).

Note: For an arbitrary graph G or chordal graph G, solve P(G) can
not find a minimum weight dominating set.

(*." value(P(G)) # value(P,(G)))
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7.2 The Weighted Domination
Problem on Strongly Chordal Graphs

|

EX:
@ @
w, =1 W, =1
w, =1
ws =1 w,=4  w;=1 W, = 4

X1= Xo= Xg= X,=1/3= Y= Y,= V5=V, S S—

value(P(G)) = 4/3 X1= %= X5= 0 = ¥4= Y5= Ve

value(D(G)) = 4/3 value(P(G)) = 3/2

value(D(G)) = 3/2
. neither P(G) nor D(G) has integer optimal solution!!

Remark: The weighted independent domination problem is linearly
solvable for strongly chordal graphs in a similar way.
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