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6.1 Dom is NP-complete

 Def: 

 Question: Domination problem 是否 P ?

想法:  D  V, Step 1: check D是否為dominating set

Step 2: 若是，算出|D|

Step 3: 求其中最小|D|

有2n種可能此法不可得証  P

但仍不曉得  P或  P !

NP

有 non-deterministic 

polynomial algorithm 

可解的問題

SAT P

有 deterministic 

polynomial algorithm 

可解的問題
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6.1 Dom is NP-complete

 Def:  is called NP-complete if

   NP

    NP,   

其中 為 polynomial reduction.

 Note:  具有遞移性, i.e. 12 and 23  13.

 If * is NP-complete and *  P, then NP = P.

 If * is NP-complete and * where  NP,

then  is NP-complete.

 Def: Optimization problem v.s. Decision problem

 Ex:  Given G, 回答(G) (=min{|D|: D is a dominating set of G.})

 Given k, G, 回答 yes, if (G)k (if  dom. set of size  k);

no,  otherwise.

I O

I O




poly. poly.
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6.1 Dom is NP-complete

 Def: SAT problem:

Input: (+: or, : and)

where x1, x2, …, xn: logical varibles, 

and xi,j is xk or xk for some k  {1, 2, …, n} 

Output: Yes, if we can assign x1, x2, …, xn such that f is true;

No, otherwise.

 Ex: f = xyz   (m = 3, a1 = a2 = a3 = 1)

Solve: assign x  1, y  1, z  1

 f = 1  Yes!

 Ex: f = (x + x)(x)(x)   (m = 3, a1 = 2, a2 = 1, a3 = 1)

Solve: No!


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6.1 Dom is NP-complete

 Thm: (Cook) SAT is NP-complete.

 Remark: R. Karp 列出許多Combinatorial problem証其為NP-

complete.

 Def: VC problem:

Input: G = (V, E) and k  |V|.

Output: Yes, if  vertex covering of size  k;

No, otherwise.

 Def: Dom problem:

Input: G = (V, E) and k  |V|.

Output: Yes, if  dominating set of size  k;

No, otherwise.
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6.1 Dom is NP-complete

 Thm: VC is NP-complete.

 Thm: Dom is NP-complete.

Proof. (1/2)

欲証: VC  Dom

 G = (V, E) and k  |V|

Construct G = (V, E) and k  |V| such that 

V = V  E

E = {xy: x  y in V}  {xe: x  V, e  E, x  e}

k = k

Claim: G has a vertex cover C of size at most k 

G has a dominating set D of size at most k.

IVC OVC

IDom ODom

VC

Dom
poly. poly.

 Construct 

 Prove 正確性

Ex:
a

b

c

d

G

e

f

g

a

b

c

d

G

e

f

g
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6.1 Dom is NP-complete

 Thm: Dom is NP-complete.

Proof.  (2/2) Claim: G has a vertex cover C of size at most k 

G has a dominating set D of size at most k.

<pf> () Suppose C is a vertex cover of G, |C|  k.

Then, by the definition of G, 

D = C is also a dominating set of G with |D|  k = k.

() Suppose D is a dominating set of G, |D|  k = k.

If  some e = xy  DE, where x, y  V,

then D = (D\{e})  {x} is also a dominating set of G with

|D|  |D|  k, since NG[e]  NG[x].

In this way, we may assume that D  V.

Then C = D is a vertex cover of G with |C|  k.

Therefore, VC is NP-complete implies that Dom is NP-complete by 

Note .
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6.1 Dom is NP-complete

 Def: G = (V, E) is called a split graph if V = C  S, where GC is a 

clique and GS is a stable set.

 Corollary: The domination (total domination, connected domination) 

problem is NP-complete in split graphs.

 Def: G = (V, E) is called a bipartite graph if V = A  B, where GA

and GB both are stable sets.

 Thm: The domination problem is NP-complete in bipartite graphs.
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6.1 Dom is NP-complete

 Thm: The domination problem is NP-complete in bipartite graphs.

Proof. (1/2)

 G = (V, E) and k  |V|

construct G = (V, E) and k  |V| such that

V = V  E  {x*, y*}

E = {xe: x  V, e  E, x  e}  {x*y*}  {y*x: x  V}

k = k+1

Claim: 

G has a vertex cover C of size at most k 

G has a dominating set D of size at most k.

Ex: a

b

c

d

G

e

f

g

a

b

c

d

G

e

f

g

x* y*
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6.1 Dom is NP-complete

 Thm: The domination problem is NP-complete in bipartite graphs.

Proof.  (2/2) Claim: G has a vertex cover C of size at most k 

G has a dominating set D of size at most k.

<pf> () Suppose C is a vertex cover of G and |C|  k.

Then, by the definition of G, 

D = C  {y*} is a dominating set of G with |D|  k+1 = k.

() Suppose D is a dominating set of G and |D|  k.

Since NG[x*]  NG[y*], So we may assume x*D and y*D

(Otherwise, replace D by (D\{x*}  {y*})

If  e = xy  D, then D = (D\{e}){x} is also a dominating

set of size  k, since NG[e]  (NG[x]NG[y*]).

In this way, we may assume D = C  {y*} where C  V.

Then C is a vertex cover of size at most k–1 = k. 
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6.1 Dom is NP-complete

 Exercise 4 (4/26): Prove that the independent domination problem is 

NP-complete for bipartite graphs. 
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6.2 Chordal Graphs

 Def: A graph G is called a chordal graph if every cycle of length 

greater than 3 has a chord.

 Ex: 

chordal graph

trees interval graph

no no yes
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6.2 Chordal Graphs

 Def: An ordering of V,  = [v1, v2, …, vn] in graph G = (V, E), is called 

a perfect elimination ordering (PEO) if  1  i  j  k  n, vivj  E

and vivk  E  vjvk  E.

 (Thm: G = (V, E) is chordal graph iff we can order V into (PEO).)

 Note: 其中1  i  j  k  n可改成 1  i  j  n, 1  i  k  n, j  k.

圖示:

 Recall: Interval ordering (IO): 

 Note: A vertex ordering  of G = (V, E) is (IO)   is (PEO).

 Remark:  Interval graphs are chordal graphs.

  example that are chordal graph but not interval 

graph.

i j k
強迫

i j k
強迫
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6.2 Chordal Graphs

 Ex:  Cn, n  4 不是interval graph.

 是chordal graph (by definition)

不是interval graph 

(∵畫不出interval intersection representation)

 Thm: G = (V, E) is chordal graph iff we can order V into (PEO).

Proof. (1/5)

() Suppose G has a (PEO)  = [v1, v2, …, vn] 

 k-cycle (k  4), say x1x2…xk–1xk(=x0)x1(=xk+1) in G

Let xj = vaj
,  1  j  k.

Let (aj*  aj*+1, aj*  aj*–1)j
kj

j aa



1

* min
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6.2 Chordal Graphs

 Thm: G = (V, E) is chordal graph iff we can order V into (PEO).

Proof. (2/5)

() ∵ xj*xj*–1, xj*xj*+1  E,  xj*–1xj*+1  E by (PEO)

So the cycle has a chord. (∵ k4)

() For any ordering  = [v1, v2, …, vn] 

Let d() = [dn, dn–1, …, d1]  where di = |{j: j  i and vj  N[vi]}|.

Choose an ordering * such that d(*) is lexicographically largest.

xj*

xj*+1

xj*-1
vaj*

vaj*–1

vaj*+1

Ex: v1 v2 v3

v1 v2 v3

G

1

2

d(1) = [0, 1, 1]

d(2) = [0, 0, 2]
d(1) ≽ d(2) 

Def: For two sequences s1 = [a1, a2, …, an], s2 = [b1, b2, …, bn], we 

say s1 ≽ s2 if  1  k  n s.t. ai = bi  1  i < k and ak bk.
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6.2 Chordal Graphs

 Thm: G = (V, E) is chordal graph iff we can order V into (PEO).

Proof. (3/5)

() Claim : for p  q  r and vpvr  E and vqvr  E

  s  q s.t. vqvs  E and vpvs  E

<pf>Let  = [v1, v2, …, vn] be an ordering of V obtained by 

interchanging vp and vq, i.e.

Let di = di in 

 s  q, ds = ds since   s  q, vs = vs

dq = |{t: t  q and vt  N(vq)}|

d'q = |{t: t  q and vt (= vt)  N(v'q)}| = |{t: t  q and vt  N(vp)}| 

Since d() ≽ d(), we have dq  dq.

But r  q, vr  N(vp)\N(vq). Hence  s  q such that vs  N(vq)\N(vp).

vp vq vr

vs

vi = vi, for all 1  i  n, i  p, i  q.

vp = vq

vq = vp
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6.2 Chordal Graphs

 Thm: G = (V, E) is chordal graph iff we can order V into (PEO).

Proof. (4/5)

() Claim :  chordless path P: va1
, va2

, …, vax
with x  3 and 

ay  ax  a1 for all y  {2, 3, …, x–1}.

<pf> Suppose such a path exists, 

choose one such P with max. ax

By ,  vax+1
s.t. ax  ax+1

and vax+1
vax

 E, vax+1
va2

 E

(∵ a2axa1 and vax
va1
 E, va2

va1
 E)

va1

vax



va1
va2

vax+1
vax
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6.2 Chordal Graphs

 Thm: G = (V, E) is chordal graph iff we can order V into (PEO).

Proof. (5/5)

() Claim :  chordless path P: va1
, va2

, …, vax
with x  3 and 

ay  ax  a1 for all y  {2, 3, …, x–1}.

<pf> Choose a min j  3 such that vax+1
vaj

 E

(∵ ax is max.,   such j)

Consider P: va1
, va2

, …, vaj
, vax+1

, |P|  4

Case 1: va1
vax+1

 E  (P)–1, the inverse of P, is a chordless

path with larger second max. vertex then P. 

Case 2: va1
vax+1

 E   chordless cycle of length  4

(∵ G is a chordal graph) 

If i  j  k, vivj  E and vivk  E, but vjvk  E

then  chordless path P: vk, vi, vj  (∵)

Hence, the ordering * is a (PEO).

va1
va2

vax+1
vax

vaj
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6.2 Chordal Graphs

 Thm: The weighted independent domination problem is NP-complete 

for chordal graphs.

Proof. (1/2)

欲証: VC  WIDchordal

 G = (V, E) and k  |V|

Construct G = (V, E) and k

V = {x, x, x | xV}E

by E = {xx, xx | xV}{xe | xV, eE, xe}{e1e2 | e1e2 in E}

k = k + |V|

and   w(e) = 3|V|,  e  E

w(x) = w(x) = w(x) = 1,  x  V.

Note that G is a chordal graph.

IVC OVC

IWIDch
OWIDch

VC

WIDch

poly. poly.

a

b

c

d

G

e

f

g

a

b

c

d

e

f

g

a

b

c

d

a

b

c

d

G

Ex:
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6.2 Chordal Graphs

 Thm: The weighted independent domination problem is NP-complete 

for chordal graphs.

Proof. (2/2)

Claim: G has a vertex cover of size at most k 

G has an independent dominating set of weight at most k. 

<pf>() Suppose C is a vertex cover of G, |C|  k.

Then, D = {x, x | x  C}  {x | x  V\C} is a independent 

dominating set of weight at most 

|D| = 2|C| + (|V| – |C|) = |C| + |V|  k + |V| = k.

() Suppose D is a independent dominating set of G and w(D)k.

∵  e  E, w(e) = 3|V| and the definition of G

 D  E = 

 D = {x, x | x  C}  {x | x  V\C} for some C  V

then C is a vertex cover of G and 

|C| = 2|C| + (|V| – |C|) – |V| = |D| – |V|  k – |V| = k.
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6.2 Chordal Graphs

 Thm: (M. Farber) The independent domination problem is 

polynomially solvable for chordal graphs.


