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3.3 Method 3 : Dynamic Programming

= Def:
A rooted tree T rooted at r is denoted by T(r).

Given two rooted trees T,(r) and T,(s), compose them into a
rooted tree T(r) by adding an edge rs into T,UT,, denoted by

T(r) = Ty(r) @ Ty(s).
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q 3.3 Method 3 : Dynamic Programming
|

Def: Given a rooted tree T(x),
@ #(T,x) =min{|D|: x € D is a dominating set of T}
@ »(T, x) =min{|D|: x ¢ D is a dominating set of T}
® x(T, x) = min{|D|: D is a dominating set of T—x}

M: 7(T) = min{}’l(T’ X)’ 72(T’ X)}

Thm: For any rooted tree T(x) = T{(x) ® T,(y):
@ 5(T, x) = 51(Ty, X) + Min{p(T,, ¥), (T2 Y)};
@ p(T, X) = min{y5(T,, X)+ 71(T2 Y), 1(T1, X)+ 75(T2 V)
@ 5(T, X) = 15(T1, X) + ©T2 Y). (X

(Y

/o
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3.3 Method 3 : Dynamic Programming

= Thm: © x(T, x) = (T, X) + min{p (T2, ), 75(T2 Y}
@ (T, x) = min{y(Ty, X)+ 1(T2 ¥), %(T1, X)+ 7(T2 V)}
Proof. ©
D is a dominating set of T withx e D < D = D,;wD,
where D, is a dominating set of T, with x € Dy,
D, is either a dominating set of T, withy €D,
or a dominating set of T,—y.
Hence x(T, x) = y(T1, x) + min{y(T,, y), 75(T2 Y)}.
Proof. @
D is a dominating set of T with x ¢ D < D = D;wD, where
either y € D, is dominating set of T,
and D, is a dominating set of T,—x,
ory ¢ D, isdominating set of T,
and D, is a dominating set of T, with x ¢ D;.
c (T X) = mingys(Ty, X)+ 71(To, Y), 7(Te, X)+ (T2, Y))-
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3.3 Method 3 : Dynamic Programming

= Thm: ® p(T, X) = y5(T1, X) + AT5, Y).
Proof. ®
D is a dominating set of T-x < D = D;wD, such that
D, is a dominating set of T,—x, D, is a dominating set of T,

S 7T X) = (T x) + ATy, y).
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q 3.3 Method 3 : Dynamic Programming
|

Algorithm 3.2:

Given tree ordering [Vq, Vo, ..., V] OF T
rfori=1tondo

71(Vi) =1 @

¥o(V;) = 0
L 75(vi) =0 A (V)
rfori=1ton-1do

choose J > i which vyv; € E; A

7(vy) = 7(vy) + min{y(v), 7(vi)}
7(v;) = min{p(vj)+ 1 (Vi) 7(vj)+ »(Vvi)}
\ 5(Vy) = 75(vy) + min{y;(vi), 7(v)}
OUtpLIt min{}’l(vn)’ 72(Vn)}

Time complexity = ¢(n).

(c) Spring 2022, Justie Su-Tzu Juan 6



‘ 3.3 Method 3 : Dynamic Programming

= EX:
m (1) (1, 0, 0) (2) (1, 0, 0)
‘ (1, o, 0) (1, 0, 0) 8) (1, oo, 0)
(1, o, 0)
A (1, oo, 0) (1, o, 0)
A (1, 0, 0) (1, %, 0) (1, 0, 0)
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q 3.3 Method 3 : Dynamic Programming
|

Use dynamic programming to solve the vertex
covering problem.
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ﬁ 4.1 Introduction to interval graph
|

Def: An interval graph is the intersection graphs of some (closed)
Intervals in the real lines.

l.e. G = (V, E) isan interval graph for V = {v,, vy, ..., v} If 3 7= {l,,
5, ..., I}, each I; = [a;, b] € Rsuch that E={vyy;|i=jand ;" I;# ¢}.

EX:

|2 — o

v

The representation of interval graph G
G: interval graph
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* 4.1 Introduction to interval graph
|

Def: Given graph G = (V, E), an interval ordering of G is an ordering
[Vi, Vo, ..oy V] OF V, such that

I<j<kandvy,e E= vy, ek (k)

Theorem: G is an interval graph iff 3 an interval ordering of G.
Proof. (1/2)
(=)Let G be the intersection graph of {I. = [a;, b;]]: 1 <i<n}.

We may assume that b, <b,<...<b, ,_|i_.bi . p
- - J j
Ifi<j<k=Db;<b<b, 9 . ° "L b
VinEE:|i0|k¢¢:>akai . - k>
akS bi < bj < bk:> |jm Ik;e ¢(Since bjE[ak, bk])
=V ek
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ﬁ 4.1 Introduction to interval graph
|

Theorem: G is an interval graph iff 3 an interval ordering of G.
Proof. (2/2)
(<)
Let i* be the smallest index such that v« € N[v;].
Letl,=[1*1],Vi=1,2,...,n.
foranyi<j:
@ ifvv; € E, then by def., .. j*<i<j=>Iinlj# ¢
Qif ;1= ¢ then j*<i<]
" by def,vi.v. € E

R M

I<j<kandvy,e E=vyv, e E (k)

- by (%), vyv; € E.
Hence G is the intersection graph of {I. | 1 <1< n}.
l.e. G is an interval graph.
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q 4.1 Introduction to interval graph

Remark: Booth and Lneker in 1976 gave an O(|V|+|E|)-time
algorithm for recognizing an interval graph and constructing.

Note: For any interval graph G, there isno C,, k> 4, be an induced
subgraph of G.

(i.e. interval graph is chordal graph)

EX:
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4.2 Primal-Dual Method

= Algorithm 4.1:

according to the interval ordering of G.

D* « ¢;

S* « ¢;
r fori=1tondo
- 1F N[v;] " D* = ¢ then
Letj2>1suchthat I; N I;# gand b is largest;
D* «- D* U {vj};
L LU S*«S*u{v}

Given the interval set {I. = [a;, b;] | 1 <1< n}, where b, <b,<...

= Time Complexity = ?
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4.2 Primal-Dual Method

TV v oy o

D*={4,8,10 }
S*={1,6,9 }

if N[vi] n D* = ¢ then
Letj=1isuchthat I; N 1;# gand b is largest;
D* < D* U {vj};
S* « S*u{v}
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q 4.2 Primal-Dual Method

Thm: @ D* is a dominating set.
@ |D*| < |S*|.
® S* is a 2-stable set.

Note: @ D* is a optimal dominating set.

8 o,(G) = AC).

® S* is a optimal 2-stable set.
L S* < ay(G) £ AG) < D] <[5
soall “<” are “=”,
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4.2 Primal-Dual Method

= Thm: © D* is a dominating set.
@ |D*| < [S*.
Proof.
@ Vv, eV, if N[vq] n D* = ¢, then
algorithm ¢ #4e » v;3|D*¥ , where
hinl#g, vy e E
ie. ¥ is ehD*m T, N[v,] N D* = 4.
@ Algorithm# » & = 4c » v;F|D*¥ BF > & 4c - ATELY,|S*V
- |S*| = |D*|.

= Notation: x ~y# 77 x € N[y] (also, y € N[x])
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4.2 Primal-Dual Method

= Thm: ® S*is a 2-stable set.
Proof.
® Suppose A v;, v;, € S*, for i <i’and d(v;, v;) < 2.
l.e. 3 J’such that v; ~ vj.and v, ~ v;..
% algorithm#? {7 3] i iteration B :

g v D > 29 IR E vy e E j2iis largest.

% algorithmsy 7 2| i’iteration B+ : v, € D*
Case l:i<i’<]j
By (), vj,~v;, since v; ~ v,
Case 2:i1<j<i’
By the choice of j, we have j’< ]
L)< <i’and i~ v,
- By (3k), v~ vy,
In both case, v;,~v;and v; € D*
SR g RV ST e
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