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q 2.3 Linear Programming
|

Def:
1. Let A be an m x n matrix, and letb € R™M. A linear
programming (LP) problem is Maximize cTx (A1)
{subject to Ax<b
that is, to determining: max{c'™x: Ax<b} (A.2)
2. X Is a feasible solution of (A.2) if x satisfies AXx < b.

3. x Is called an optimum(optimal) solution of (A.2) if x is a feasible
solution and attains the maximum.

4. c’ =(Cy, Cyy ...y Cy,) IS the cost vector.
c'x is the objective function.
A = (g;) Is an m x n coefficient matrix
b = (b,, by, ..., b)) is the constraint vector
;= (Q1s Qjpy +ees Ajp)s AT = (g, Agjy +++5 Aryy)
5. The dual LP problem of (A.2) Is:
min{y'™b: y>0, yTA=c"} wherey e R™.
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2.3 Linear Programming

EX:
1. max 2x, + 3X,
subjectto [ x;+2x,<8
3X; +2X, <12
= when x; =2, Xx,=3
2X, +3X, =4 + 9 = 13 Is max.
l.e. (2, 3) Is an optimum solution.

2. min 8y, + 12y,
subjectto - y, + 3y, =2
2y, +2y,=3
) y120
LY, 20
=>wheny, =5/4,y, =%.
8y, + 12y, =10+ 3 = 13 is min.
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* 2.3 Linear Programming
|

Def:
Theorem A.4: (Weak Duality Theorem)

Let A be an m x n matrix, b € R™, ¢ € R™ Suppose X is a feasible
solution to Ax < b and ¥'is a feasible solutiontoy >0, yTA =c'. Then
cTX<§b.

Proof.
cTX = (VTA) X = §T(AX) < §b.
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q 2.3 Linear Programming
|

Theorem A.5: (Duality Theorem)

Let Abeanm x nmatrix,b € R™, ¢c e R™ Then
max{c'™x: AX< b} =min{y™b:y>0,yTA=cT}

provided that both sets are nonempty.

Def: Given an LP in general form, called the primal, the dual is
defined as follows:

Primal Dual
max c'x miny'b
s.t.a'™x=b, e M  s.ty,unrestricted
a,"x < b ie M y; =0
X; =0 jel y'A 2 ¢
x;unrestricted  jeN YA = ¢;
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q 2.3 Linear Programming
|

Theorem 3.1: If an LP has an optimal solution, so does its dual, and
at optimality their costs are equal.

Theorem 3.2: The dual of the dual is the primal.

(c) Spring 2022, Justie Su-Tzu Juan



Computer Science and Information Engineering
National Chi Nan University

Combinatorial Optimization

Dr. Justie Su-Tzu Juan

Lecture 2. Mathematical Preliminaries

§ 2.4 Domination Problem

Slides for a Course Based on the Text
Combinatorial Optimization
by Cook, Cunningham, Pulleyblank and
Schrijver

(c) Spring 2022, Justie Su-Tzu Juan



* 2.4 Domination Problem
|

Source: chessboard problem, firenouse problem, location problem.

Ex: In m x n chessboard, need [ m/3] x [ n/3] kings to “dominate” all.
@) x <[ m/31[n/3l: $5 - B+ ;2 (easy)

@) x2miBln3l:He s 43 R @int &=

B 27 5 e — BKingsiE 3

Primal-dual

*

.3+ — vertex

¥ 4| > edge
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2.4 Domination Problem

= Def: A dominating set of a graph G = (V, E) is a subset D of V such
thatVxeV-D,3y e Dwithxy € E.

= EX

Let Dy ={y1, Yo+ Do = {Xq, Y2, X4},
then D,, D, are dominating sets of C,.

= Notation: domination number of G {G) =min{|D|: D isa
dominating set of G}.

= The Minimum Dominating Set Problem in general graph G is NP-
complete.
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* 3.1 Method 1: L-dominating
|

Note :
Suppose D is an optimal dominating set of tree T.
V X: a leaf, adjacent to vertexy :
OyeD=x¢gD
(0.w. D—{x} is also a dominating set with |D—{x}| < |[D| »><«)
@yegD=xeD
= let D’ = (D-{x}){y} is also a dominating set as N[x] < N[y]
So, always 3 an optimal dominating set D such thaty € D and x ¢ D,

for any leaf x adjacent to vertex y

= Step 1: g2 & “bound” vertex N[y] B
Step 2: 2 2 “free” vertex X F
Step3: £ 22 “required” vertexy R
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1 3.1 Method 1: L-dominating

= Def: G=(V,E)isagraph,L:V —> {B, R, F} (i.e., each vertex x has a
label L(x) € {B, R, F}.)
An L-dominating (mixed dominating) set of G is a subset D < V(G)
st OL(X)=R=>xeD
@LX)=B=>N[x]"nD=#¢

= Notation: (G, L) = min{|D| : D is a L-dominating set of G}.

= Ex: G, L, G, L, G, L G, L,
® @ ®) ®)
(&) (B) ® (8)

g ® ® ® & ®» @& ®
AG L) =1 NG, Ly =1 NG, Ly =1 AG, L,) =2
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q 3.1 Method 1: L-dominating

<)

Note: If L(v) =B, Vv € V(G), an L-dominating set = dominating set
and ©{G) = ©G, L).

Thm: A tree T has a leaf x adjacent to vertexy, let T’=T — x then

(1) LK) = F=#T, L) = AT4 L) {L(V),VV”

(2)L(X) =B = AT,L) = AT/ L") where L'(v) = v=y

B) LX) =L{y)=R= AT, L) =T’ L)+1
(4 L(X)=R,butL(y)#R= AT, L) =H«T’ L")+1 where

L,(V):{L(v),vV;ey

F, V=y
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3.1 Method 1: L-dominating

= Thm: Atree T has a leaf x adjacent to vertexy, let T’=T — x then
(1) L(X) = F = AT, L) = T’ L)
Proof.
Choose a L-dominating set D of T — x such that [D| = (T" L),
then D is also a L-dominating set of T.
Hence {T,L) < |D| = AT/ L).
Choose a L-dominating set D of T such that |D| = /T, L),
Case 1: x ¢ D= D s also a L-dominating set of T — X
= UT,L)=|D| = AT L).
Case 2: x € D, consider D' = (D—{x})u{y}
D’ is a L-dominating set of T — x
(Vwe V(T-x):1.v£y L(v)=B:3ueD-{x}cD’,s.t uveE(T).
2.V#£Y,L(V)=R:."ve D=v e D' = (D{x})U{y}.
.v=y:.yeD' .. Ny|nD'# ¢ )
Also, |ID'| £ D], (T, L) =|D| = |D'|= AT/ L).
MP soAT.L)=AT'L).
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3.1 Method 1: L-dominating

= Thm: Atree T has a leaf x adjacent to vertexy, let T’=T — x then

(4) L(x) =R, but L(y) # R= AT, L) = (T", I")JrlLVy(r\]/()er:e L(v), Vv=y

F, V=y

Proof.
Let D be a minimum L’-dominating set of T — x.
D w{x} is a L-dominating set of T,
AT, L) LID|+1=H#(T%L")+ 1.
Let D is a minimum L-dominating set of T. By definition, x € D.
L'(y)=F= ..nomattery e Dory ¢ D,
D' =D —{x}isaL’-dominating set of T — x.
AT, L) L|D'|=|D|-1=H«T,L)-1.
Hence (T,L) = AT’ L’) + 1.
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q 3.1 Method 1: L-dominating
|

Algorithm 3.1:

Given tree ordering [Xq, Xy «eey X,] OF T
D « ¢;
fori=1tondoL(x;) =B.
r fori=1ton-1do
choose ] > I such that x;x; € E;
If (L(x;) = B) then L(X;) < R;
If (L(x;) =R) then
D « D U {Xi};
If (L(x;) = B) then L(X;) « F;
If (L(x,)#F)thenD « D v {x.};

Time complexity = ¢(n).

<)
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3.1 Method 1: L-dominating

1
i

KR =32

KR =22
B R
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q 3.1 Method 1: L-dominating
|

Develop a labeling algorithm for the vertex
covering program on a tree.

Def: A vertex cover of a graph G = (V, E) is a subset C < V such that
Vedgexy e E, {X,y}nC=4.

Notation: £ (G) = min{|C|: C is a vertex cover of G}
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1 3.2 Method 2 : Primal-dual method

= Def: I'isa 2-stable set in a graph G(V, E) If
Vxzyinl, d(x,y)>2

= Def: £G) = min{|D|: UN[X]:v}

a,(G) = max{|||:XEIDis a 2-stable set}
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3.2 Method 2 : Primal-dual method

=  Weakly duality inequality: V 2-stable set I, ¥V dominating set D,
1] <|D|.

Proof.
Define f: | - D by
f(x) = some y with x € N[y] for somey € D
Suppose X, x’e I, f(x) =y =y’=1(x)
d(x,y) <1, "." x € N[y]
d(x,y)<1, . x’e N[y]
d(x,x) <d(x,y) +d(x%y) =d(x,y) +d(x;y) L2
By the fact that | is a 2-stable set, x = x’
Hence fis 1-1 function
So [I| £ |D|.

= Corollary: a,(G) < (G)
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q 3.2 Method 2 : Primal-dual method
|

Note: If we find a 2-stable set I* and a dominating set D* such that
ID*| =1,

then |1I*| < a(T) < ©T) < |D*| = |17].

That imply all “<” are “=". i.e.

1. I is a maximum 2-stable set, [I*| = a,(G).

2. D* Is a minimum dominating set, [ID*| = (G).

3. AG) = &,(G) = [D*| = [I*].
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q 3.2 Method 2 : Primal-dual method
|

Algorithm 3.2:

Given tree ordering [Vq, Vo, ..oy V] Of T
D* « ¢,
I* « ¢;
~doi=1ton
choose J > 1 which vyv; € E; (for 1 = n choose j = n)
If N-[v;] " D* = ¢ then {D* <« D*u{v};
I* « 17U {v;}

\ end

Time complexity = O(n).
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3.2 Method 2 : Primal-dual method

- Thm:
® D*: dominating set:
VENVIND*=¢ - BlFvicrD*¢ - D* 5 domination set
@ |D*| < |1*[:
& K Avy » DFRRA ATV A IF L (1% 2 | DX
® I*is 2-stable set:

If3v;,v,,e I* such thatd(v;, v;) £2. W.L.O.G.,say i <1”.
3 algorlthm Flv,p¥: d algorithmi >
B RV O DY v I
Since v; is a leaf of T[v;, Vi, ..., V] @nd v,v; €E,
d(v,,v) 2:>d(v v) 1, |e V, eN[vj
§ algorithm &3] i’ B% Ve D* » 2 N[V ] " D* = ¢
'ﬂt‘* » R R Hev I 1T e

. 1* % 2-stable set.
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‘ 3.2 Method 2 : Primal-dual method

= EX:

= (1) (2)
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