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2.1 Graphs and digraphs

Def:

EX.

A graph is an ordered pair G = (V, E), where
V(G) =V is a finite non-empty set of vertices (or nodes) and
E(G) = E Is a set of un-ordered pairs of vertices, called edges
(or links).
If {x, v}, {y, 2} € E, then we say
1. x and y are adjacent;
2. X Is incident to {Xx, y};
3. {X, y} and {y, z} are adjacent;
4. denote {x, y} by (X, y) or xy.
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* 2.1 Graphs and digraphs
|

Def:
A digraph or directed graph is an ordered pair D = (V, A), where
V(D) =V is a finite non-empty set of vertices (or nodes) and
A(D) = A'is a set of ordered pairs of vertices, called arcs
(or edges).
If (X, y) € A, then we say
1. (X, y) are incident from x and incident to y.
2. X Is adjacent toy, y is adjacent from x.
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* 2.1 Graphs and digraphs
|

Def:

The incidence matrix of a graph G, M(G) = (b;,), Is defined as

follows: ) { 1, if node i is incident to edge k,
ik

0, otherwise.
In the case of a digraph, the incidence matrix, M(G) = (b;,) IS

defined as follows: o _
{ 1, if arc k is incident to node I,
b|k

1, if arc k is incident from node i,
0, otherwise.
@ Ce, Co, e, Cr, Ce Crefs
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* 2.1 Graphs and digraphs

Def:
The adjacency matrix of a graph G, A(G) = (g;), Is defined as :
_ { 1, if node 1 is adjacent to node j,
ij

0, otherwise.
The adjacency matrix of a digraph D, A(G) = (a;) Is defined as :

Q. = { 1, if there is an arc (i, j) from node i to node j,
! 0, otherwise.

Ex. 5
;1)31?‘1%0\
O & 1 0)1
1 0 & 1|1
O & 9 0|1
0 2 1 %o,
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* 2.1 Graphs and digraphs
|

Def:

multiple edges: @
loop: O

simple graph: a graph with no multiple edges and loop.
(A3 B /RFHRE > #7fL graph ¥ 35 simple graph)

Def:
InagraphG=(V,E),VXxeV:
1. neighbor of x: N(x) ={y | xy € E}
2. closed neighbor of x: N[x] = {x} U N(x)
3. degree of x: deg(x) = |N(X)|
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ﬁ 2.1 Graphs and digraphs
|

Def:
InadigraphD =(V,A),VXx e V:
1. the out-neighbor of x=N*(X) ={y e V|3 (X, y) € A}
2. the in-neighbor of x=N-(x) ={y e V|3 (y, X) € A}
3. the out-degree of x = deg*(x) = [N*(X)|
4. the in-degree of x = deg=(x) = [N=(X)|

Note:
1. For incidence matrix of a graph G, M(G) = (b, ):
deg(i) = 2 by
2. For incidence matrix of a digraph D, M(D) = (b;,):
deg*(i) - deg(i) = X by
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q 2.1 Graphs and digraphs

Def: G=(V,E)isagraph, x,y e V
An x-y walk with length r is a sequence X;, Xy, ..., X, SUCh that X
=Xg, Y =X, and X, ;X; € E,V1<i<r.
An x-y trail is an x-y walk in which all edges are distinct.
An cycle is an x-y walk in which all vertices are distinct except x
= y
An x-y path is an x-y walk in which all vertices are distinct.

Def: A graph G = (V, E) is connected if ¥V X,y € V, 3 x-y path (or x-y
walk) in G.

Remark: For any two vertices X, y of G, 3 x-y walk = 3 x-y path.
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q 2.1 Graphs and digraphs
|

Def: Given graph G = (V, E), define relation ~on V by x ~ y iff 3 x-y
walk.

Note:
~ is an equivalent relation, i.e.
(D)Xx~X,VXxeV,;
2 X~y=>y~X, VX VYyeV,
B)x~yandy~z=>x~2,VX,y,2eV
Say the equivalence classes are V,, V,, ..., V,, i.e. V = L:JVi

1<i<r
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q 2.1 Graphs and digraphs

Def:
A graph H = (U, F) isasubgraph ofagraph G=(V, E) iff U
Vand FcE.
ForagraphG=(V,E)andasetScV:

A subgraph of G induced by S is the graph G[S] or G whose
vertex setis Sand edgesetis{xy e E|X,y € S}.

Def: A (connected) component of a graph G is the subgraph of G
induced by an equivalent class of ~.

Remark: If G has r components G[V,], 1L<i<r,then V = L:JVi
and E = (*JE; , where E; is the edge set of G[V]]. tst=r

1<i<r
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ﬁ 2.1 Graphs and digraphs
|

Def:
The complete graph K, is a graph with n nodes and
V X,y e V(K,), {X, y} € E(K))
A graph G = (V, E) is called a bipartite graph G= (S, T, E) =
(HV=SuTandSNT=¢
(2)V (Xx,y) eE,eitherxeS,yeT;orxe T,y eS.

The complete bipartite graph K , is a bipartite graph G = (S, T, E)
with |S| = p, [T| =q, and |E| = pa.

Def:
A complete subgraph = a subgraph of G is a complete graph.
A maximal complete subgraph is called a clique.
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ﬁ 2.2 Trees

Def: A tree is a connected acyclic (i.e. without cycle) graph.

Thm: The following statements are equivalent (TFSAE), for a
graph G = (V, E):

(1) Gis atree.

(2) G is connected and |E| = [V| - 1.

(3) G is acyclic and |E| = [V| - 1.

(4) V X,y in G, 3 unique x-y path in G.

(5) We can order V into vy, V,, ..., V, such that v; is a leaf (a vertex
with degree 1) of G[{Vi, Vi;1s ...y V }] fOr 1 <i<n -1, called tree
ordering.
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q 2.2 Trees

EX:
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2.2 Trees

Lemma T1: Every tree with at least 2 vertices has at least 2 leaves.
Proof.
Let T =(V, E) is atree with |V| > 2.
Choose a path P: X;, Xy, ..., X, In the tree such that r is maximum.
" |V|=2and T isconnected .. r>1.
X e N(Xg) .. deg(xy) = 1.
Suppose deg(X,) = 2, then 3 X # X, such that xx, € E
Case 1: x = some x;, for some j 2 2, 3 cycle Xg, X;5 «e0y Xjs Xy —>¢=
Case 2: x is not in the path P
Then X, Xy, Xy, ..., X, IS @ larger path in T
contradicting to the choice of the path P —«
Therefore, deg(x,) =1, 1.e.X,Is a leaf.
Similarly, x, is a leaf.
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* 2.2 Trees

Note: Every acyclic graph with at least 2 vertices and one edge has
at least 2 leaves.

Notation: G=(V,E),ScV,x e V:
G-S=G[V-9]
G-x=G[V -{x}]
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2.2 Trees

Lemma T2: Ifxisaleafofatree T =(V, E), then T —Xx is a tree.

Proof.
A: . Tisacyclic = T-xisacyclic
B: V two verticesy, zin T — X
=>y#xandz#X,andy, z € V(T)
Sody—zpathinTsay Piy =Xy, Xgy eees X; = Z
Casel: x € P, i.e. x=x; forsomei (0<i<r)
KXy, zH=3 r2>2
Then Xi_y, Xi+1 € N(X))
= deg(X;) =2 >« ('."X;=x s a leaf)
Case2:x¢P .. Pisay-zpathinT-x
Then, T — X Is connected.
By A, B, T—x Is a tree.
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q 2.3 Linear Programming

Def:
1. Let A be an m x n matrix, and letb € R™M. A linear
programming (LP) problem is Maximize cTx (A1)
{subject to Ax<b
that is, to determining: max{c'™x: Ax<b} (A.2)
2. X Is a feasible solution of (A.2) if x satisfies AXx < b.

3. x Is called an optimum(optimal) solution of (A.2) if x is a feasible
solution and attains the maximum.

4. c’ =(Cy, Cyy ...y Cy,) IS the cost vector.
c'x is the objective function.
A = (g;) Is an m x n coefficient matrix
b = (b,, by, ..., b)) is the constraint vector
;= (Q1s Qjpy +ees Ajp)s AT = (g, Agjy +++5 Aryy)
5. The dual LP problem of (A.2) Is:
min{y'™b: y>0, yTA=c"} wherey e R™.
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2.3 Linear Programming

= EX:
1. max 2x, + 3X,
subjectto [ x;+2x,<8

= when x; =2, Xx,=3
2X, +3X, =4 + 9 = 13 Is max.

3X; +2X, <12 \\é‘ 2 3)
0

l.e. (2, 3) Is an optimum solution.

2. min 8y, + 12y, Y2 1
subjectto - y, + 3y, =2 -

) 2y, +2y,=3 “J
Y120 - (5/4, 1/4)
~ y2 2 O I I

v

=>wheny, =5/4,y, =Y. | T
8y, + 12y, = 10 + 3 = 13 is min. 0

(c) Spring 2022, Justie Su-Tzu Juan

v



* 2.3 Linear Programming
|

Def:
Theorem A.4: (Weak Duality Theorem)

Let A be an m x n matrix, b € R™, ¢ € R™ Suppose X is a feasible
solution to Ax < b and ¥'is a feasible solutiontoy >0, yTA =c'. Then
cTX<§b.

Proof.
cTX = (VTA) X = §T(AX) < §b.
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q 2.3 Linear Programming
|

Theorem A.5: (Duality Theorem)

Let Abeanm x nmatrix,b € R™, ¢c e R™ Then
max{c'™x: AX< b} =min{y™b:y>0,yTA=cT}

provided that both sets are nonempty.

Def: Given an LP in general form, called the primal, the dual is
defined as follows:

Primal Dual
max c'x miny'b
s.t.a'™x=b, e M  s.ty,unrestricted
a,"x < b ie M y; =0
X; =0 jel y'A 2 ¢
x;unrestricted  jeN YA = ¢;
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q 2.3 Linear Programming
|

Theorem 3.1: If an LP has an optimal solution, so does its dual, and
at optimality their costs are equal.

Theorem 3.2: The dual of the dual is the primal.
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* 2.4 Domination Problem
|

Source: chessboard problem, firenouse problem, location problem.

Ex: In m x n chessboard, need [ m/3] x [ n/3] kings to “dominate” all.
@) x <[ m/31[n/3l: $5 - B+ ;2 (easy)

@) x2miBln3l:He s 43 R @int &=

B 27 5 e — BKingsiE 3

Primal-dual

*

.3+ — vertex

¥ 4| > edge
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* 2.4 Domination Problem
|

Def:
Given a graph G = (V, E), a dominating set of G is a subset D

V, such that V = U N[X]

The domination nlimber of G: NG)=min{|D|: Disa
dominating set of G}.
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