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3.1 Maximum Matching in Bipartite
Graph

e Def:
@ bipartite graph = V can be partitioned into V; and V,,
Vedge {x,y} € E, |[V;n {x, y}| = 1.
@ matching = a set of edges M s.t. e;, e, € M, e;# e, and e; N e, = §.

« Ex: bipartite graph G = (A, B, E),
matching M = {e,, e,, ¢4},
= A,=1{a,b} > a
A, ={c,d} > d
As={a,c} > c
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3.1 Maximum Matching in Bipartite
Graph

Def: F=(A4,, A5, ..., A,) is a family of sets. An SDR of F is a sequence
(a4, a3, ..., a,) of distinct elements, such that a;€ 4, V1 <i < n.
( SDR = System of Distinct Representives )

P. Hall’s Theorem:
F=(A,,A4,,....,4,) has an SDR & |U;.; A;| 2 |I|, VIc {1, 2, ..., n}.(%)
Proof. (1/3)
(=) Suppose (a,, ..., a,) is an SDR of F,
thenVIc{1,2,...,n}:|U;. A 2 Y, {a;}| = ||
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3.1 Maximum Matching in Bipartite
Graph

 P. Hall’s Theorem:
F=(A4,A4, ...,4,) has an SDR < |, A,| 2 |I|, VI {1, 2, ..., n}.(%)
Proof. (2/3)
(<) We may assume that F is a minimal family s.t. Hall’s
condition(«) holds.

claim: |4,|=1,Vi=1,2,...,n.
(Then A4; = {a;} and (ay, ..., a,) is the desired SDR)
Assume 3 |4, = 2, say |4,| 2 2, choose x # y in A4,.
Consider F,=(A4,- {x}, 45, ..., A,),
F,=A,-{y},45 ..., 4,)-
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3.1 Maximum Matching in Bipartite
Graph

 P. Hall’s Theorem:
F=(A4,,A45 ...,4,) hasan SDR & |, A,| 2 |l|, VI {1, 2, ..., n}.(%)
Proof. (3/3)

"." Fis minimal, .. F,, F, does not satisfy (&).
ie.d1,Jc{2,3,....,n}s.t. C=(U;.;A4;) Y (4, — {x}),

D= (Ve A4) Y (A—})
= | <[+ 1, |D|<|J|+1=|C|<|]], |D] < |J].

N (Ve d) N (Y A) 2 YiengAis
CYU D=V pmAss
s+ | =2 |Cl+|D|=|CnD|+|Cyu D)
INnJ+|ITuJu {1}
N+ +1. 5>«
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3.1 Maximum Matching in Bipartite
Graph

Def: £ > 0 is integer. (4, ..., 4,) is called a (7, n)-family
ifl UieIAil 21+ |I|9 v ¢¢I§ {19 29 A n}'

Ex: A4 '={i,n+1,...,n+t},(1<i<n)
Fe= (Al*s Az*a 0009 An*)°

Question: F* F52/)> SDR?
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3.1 Maximum Matching in Bipartite

Graph

Exercise 1 (10/3): Suppose F=(A,, ..., A,) is a minimal (¢, n)-family,

i.e. ©® Fis a (¢, n)-family,
@ the removal of any element from any set A4; results a family
that isn’t (¢, n)-family.
Then |[4|=¢t+1,Vie {1,2,..., n}.

Conjecture: F* B &’} SDR BY(¢, n)-family, St > 2.

(=2 BE:i& 1) (Europ. J. Comb. 10(1989) 231-234)
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3.1 Maximum Matching in Bipartite
Graph

« Thm: G = (X, Y, E): bipartite graph,
G has a matching of size | X| < [Adj(S)| = |S], V S = X.
Proof. (1/4)
(=) o.k.
(<) Suppose M is a maximum matching.

If |M| = | X], then we are done, otherwise, suppose |M| < |X]|.
Choose v € X s.t. v is not incident to any edge in M.

Let U= {u € Xv Y: A@)~O—O—O—@ (alternating path)}.
LetS"=UnNnX, T"=UNY.

claim: [Adj(S")| < |S"] (then —><)
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3.1 Maximum Matching in Bipartite
Graph

* Thm: G=(X, Y, E): bipartite graph,
G has a matching of size | X| < [Adj(S)| = [S], V S < X.
Proof. (2/4)

claim: [Adj(S")| < |S"] (then —><)

check: © Adj(SH) c T QI8 >|T|+1
(then |S7| > |T7| > |Adj(S7)].)

Proof. © V y € Adj(S")
>dxeS'=UnX,xyeE

case 1: y € P: 3 PHY—E%, 0-O—O
case2:y ¢ P: A PU {xp}: O-O—O
ie.ye Uy eT.
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3.1 Maximum Matching in Bipartite
Graph

« Thm: G = (X, Y, E): bipartite graph,
G has a matching of size | X| < [Adj(S)| = |S], V S = X.
Proof. (3/4)
Check: @ |S7| > |T°| +1
Proof. ‘v’yeT*,EIP=@‘O—O O—COWw

If y is not incident to any edge in M (exposed),
thenaM=M®P=M-P)u (P-M),
M is a matching of size |M| + 1. >«

XY XY X Y XY
HenceVy e T',3 yy* € M. Also y“e §".

(since 3 P: @-O—O-O—CO-O— O w—0)
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3.1 Maximum Matching in Bipartite
Graph

« Thm: G = (X, Y, E): bipartite graph,
G has a matching of size | X| < [Adj(S)| = |S], V S = X.
Proof. (4/4)
Check: @ |S7| > |T°| +1
Proof. Consider f: T°— S" by f(y) =y".

fis1-1: =~ M matching.
fis not onto: ** v exposed.
s T < |87, el |87 2 | T7| + 1.
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3.1 Maximum Matching in Bipartite
Graph

e Algorithm: Maximum Matching Algorithm for G = (X, ¥, E)
M« ¢;
(1.0) Given label “¢” to all M-exposed vertex in X;
(1.1) If 3 no unscanned labels then STOP,
otherwise find a vertex i with unscanned label;
If i € X then goto (1.2), otherwise goto (1.3);
(1.2) Scani € X by: V edge ij € E with j has no label,
label j by “i”; Goto (1.1);

(1.3) Scan i €Y by: if i is exposed then goto (2),

otherwise identify the unique ij € M, label j by “i”’; Goto (1.1);

(2) Find P: @O0 ~p—Ds M < M ® P;
Remove all labels; Goto (1.0);
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3.1 Maximum Matching in Bipartite
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3.1 Maximum Matching in Bipartite
Graph

* Def: Cis a vertex-cover of G = (V, E)
if C < V and every edge xy € E either x € Cory € C.

 Thm: (Weak Duality Inequality, w.d.i.)
max |M| < min |C|

Proof. (1/2)
V matching M; V vertex cover C;
Define f: M — C by fixy) =[x, if x € C,
{ ¥, 0.W..
@ well-define:
If x ¢ C then Cis vertex cover.

. by definition, y € C. (o.w.xy € E,x ¢ Cand y ¢ C)
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3.1 Maximum Matching in Bipartite
Graph

* Thm: (Weak Duality Inequality, w.d.i.)
max |M| < min |C|
Proof. (2/2)
@ 1-1:
If fixy) = f(x'y"), but xy # x'y" in M,

then 3 two different edges in M have a common end vertex.
—< to M is a matching

s fis 1-1.

Hence (M| <|C], .. max|M| < min|C].
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3.1 Maximum Matching in Bipartite
Graph

<justify Max. Matching Algorithm>

Assume M is the final output M, and L is the set of all labeled
vertices at final iteration.

LetC"'=(X-L)Yu (YL
claim ©: M is a matching.

claim @: C is a vertex cover.

claim ®: |C*| < |M|
Then |C7| < |M’| £ max|M| < min|C| < |C7|,
soall "<" are "="

= @' M’ is a max matching.

@'’ C" is a min vertex cover.
®’ max,, |M| = min,|C]|.
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3.1 Maximum Matching in Bipartite
Graph

e Proof of claim. (1/2)
@ M is a matching by (0) (2)
@VxyeE,xeX,yel.
Supposex ¢ C',y ¢ C
=>x € L,y ¢ L when we scan the labeled vertex x,

we MUST labeled y in (1.2).
= (" is a vertex cover.
® Vxe C"NX=X-L=3ee M incident to x by (1.0).
VyeCNnY=YNL= 3ee M incident to y by (1.3).
[~ {&—Kiteration, .. R & (1.1) ~ (1.3)EE, FZE((2)]
Define f: C"*— M by f(x) = the edge in M" incident to x.
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3.1 Maximum Matching in Bipartite
Graph

e Proof of claim. (1/2)
Define f: C"'— M by f(x) = the edge in M" incident to x.
(a) well-define:
M is a matching K2 (%), 3! edge incident to x.
(b) 1-1:
Suppose f(x) = f(y) = e,
i.e.e=xywithxe X,yeY
when we scan y, we MUST label x by “y”
in (1.3) otherwise.

= |C7| L |M|
Then @', @', ®' holds.
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3.1 Maximum Matching in Bipartite
Graph

Time-Complexity for Max. Matching Algorithm for bipartite
graph: O(|V] - |E]) = O(V'P).

Homework 1: (Due day: 10/3)
BFMaximum Matching Algorithm for G = (X, Y, EYE{EH K -
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3.2 Maximum Matching in General Graph

)2 A perfect matching;

(2 cut vertex #12)

Def: 1. A matching M is called a perfect matching if 2|M| = |V].
2. A component of a graph G is odd or even iff it has an odd or
even number of vertices.
3. Denote by 0(G) the number of odd components of G.

Theorem 5.2: (Tutte’s theorem) A graph G has a perfect matching
So(G-9<|S5,VSc NG

LEx: LetS={x},~0o(G-S)=3>1=|S|
~ G having no perfect matching.
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3.2 Maximum Matching in General Graph

e Def: J. Edmonds (Blossom) Algorithm: C,;.: k edges € M.
(E%E=Rodd cycle - M{&pathP B —{&Seven!)

“J

‘34578

1-2...B1-6
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3.2 Maximum Matching in General Graph

« Note: max,, |M| # min|C| (FEbipartite graph)
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3.3 Odd-Set Cover

 Def: G=(V, E): graph,
(={V Vs ey ¥, 81, 85, ..o, S;} is an odd-set cover of G iff
@r20,v;,e VV1<i<r;t20,S,cV,[S]:0dd=3V 1<i<t.
@ V xy € E, either x = some v,
or y = some v;
or {xy} c some S,

 Note: Vertex cover is an odd-set cover.

* Def: value(f) =r+ X, *(IS;| -1) / 2.
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3.3 Odd-Set Cover

v 6,={{1,2,3}}
[3 = {19 {29 3}} X

@ ¢={a,{l,2,3,4,5),
1',2',3,4', 5"},
(1",2",3", 4", 5"}
1" —2" @ value(f)=1+3x(5-1)/2

@.;.‘@ -
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3.3 Odd-Set Cover

* Weak Duality Inequality: max,, |M| < min, value ().

« Exercise 2 (10/17):
Prove Weak Duality Inequality: max,, |M| < min, value |£ |.

»  Exercise 3 (10/17):
Use strong duality equality (for matching in general graph)

max,, |M| = min, value |£ | to prove Tutte theorem.
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7 #

A(F 1), B([EH), C(ER), D(ER), E(Z), F(E9aD), G(3L3E),
H(JE%), (Z5H)

%8—: AB, CE, DH, GL, F

b=

% _AX:AC,BE, DF,GH, 1

% —=R: AlL, BC, DE, FG, H
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