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Over the past several 
years a number of 
IP micro-mobility 
protocols have been 
proposed, designed 
and implemented 
that complement the 
base Mobile IP 
protocol. The 
development of 
these protocols 
has generated 
considerable interest 
in industry and 
academia. 

A B S T ~ ~ C T  
We present a performance comparison of a 

number of key micromobility protocols that have 
been discussed in the IETF Mobile IP Working 
Group over the past several years. IP micromo- 
bility protocols complement Mobile IP by offer- 
ing fast and seamless handoff control in limited 
geographical areas, and IP paging in support of 
scalability and power conservation. We show 
that despite the apparent differences between IP 
micromobility protocols, the operational princi- 
ples that govern them are largely similar. We use 
this observation to establish a generic micro- 
mobility modcl to better understand design and 
performance trade offs. A number of key design 
choices are identified within the context of the 
generic model related to handoff quality and 
route control messaging. We present simulation 
results for Cellular IP, Hawaii, and Hierarchical 
Mobile IP, and evaluate the handoff perfor- 
mance of these protocols. Simulation results pre- 
sented in this articlc are based on the Columbia 
IP Micromobility Software (CIMS), which is 
freely available from the Web (comet.columbia. 
edu/micromobility) for experimentation. 

Over the past several years a number of IP micro- 
mobility protocols [l] have been proposed, 
designed, and implemented that complement the 
base Mobile IP protocol [2] by providing fast, 
seamless, and local handoff control. The develop- 
ment of these protocols has generated consider- 
able interest in industry and academia, and resulted 
in the ongoing standardization efforts within the 
Internet Engineering Task Force (IETF) Mobile 
IP [3] and Seamoby [4] Working Groups on low- 
latency handoff [5] and IP paging [6], respectively. 

IP micromobility protocols are designed for 
environments where mobile hosts change their 
point of attachment to the network so frequently 
that the base Mobile IP mechanism introduces 
significant network overhead in terms of 
increased delay, packet loss, and signaling. For 
example, many real-time wireless applications 
(e.g., voice over IP) would experience noticeable 
degradation of service with frequent handoff. 
Establishment of new tunnels can introduce 
additional delays in the handoff process, causing 
packet loss and delayed delivery of data to appli- 

cations. This delay is inherent in the round-trip 
incurred by Mobile IP as the registration request 
is sent to the home agent (HA) and the response 
sent back to thc foreign agent (FA). Route opti- 
mization [7] can improve service quality but can- 
not eliminate poor performance when a host 
moves while communicating with a distant corre- 
spondent host. Micromobility protocols aim to 
handle local movement (e.g., within a domain) 
of mobile hosts without interaction with the 
Mobile IP enabled Internet. This has the benefit 
of reducing delay and packet loss during handoff 
and eliminating registration between mobile 
hosts and possibly distant HAS when mobile 
hosts remain inside their local coverage areas. 
Eliminating registration in this manner reduces 
the signaling load experienced by the network in 
support of mobility. To minimize poor perfor- 
mance during handoff, micromobility protocols 
support fast, seamless, local mobiliq. 

As the number of wireless users grows so will 
the signaling overhead associated with mobility 
management. In cellular networks registration 
and paging techniques arc used to minimize the 
signaling overhead and optimize mobility man- 
agement performance. Currently, Mobile IP sup- 
ports registration but not paging. An important 
characteristic of micromobility protocols is their 
ability to reduce the signaling overhead related 
to  frequent mobile migrations taking into 
account a mobile host’s operational mode (i.e., 
active o r  idle).  When wireless access t o  the  
Internet becomes the norm, IP  mobility solu- 
tions will have to provide efficient and scalable 
location tracking in support of idle users, and 
paging in support of active communications. 
Support for “passive connectivity” to the wireless 
Internet balances a number of important design 
considerations. For example, only keeping the 
approximate location information of idle users 
requires significantly less signaling and thus 
reduces the load over the air interface and in the 
network. Reducing signaling over the air inter- 
faces in this manner also has the benefit of pre- 
serving the power reserves of mobile hosts. To 
minimize signaling overhead and optimize mobil- 
ity management performance, micromobility 
protocols support IP paging. 

There is a growing need to better understand 
the differences between many of the micromo- 
bility proposals found in the literature [ I ]  in 
terms of their design and performance. In this 
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article we present a performance comparison of 
Cellular IP (CIP) [8], Hawaii [9], and Hierarchi- 
cal Mobile I P  (HMIP)  [ lo]  based on the 
Columbia IP Micromobility Software (ClMS) 
[ll] ns-2 extension. Our analysis focuses on the 
user's perceived performance during handoff. 
We leave protocol complexity, processing 
requirements, and paging issues for future work. 
In this article we show that despite the apparent 
differences between these three protocols, the 
operational principles that govern them are 
largely similar. We use this observation to estab- 
lish a generic micromobility model to better 
understand the  similarities and differences 
between these protocols. A number of key design 
choices are identified within the context of the 
proposed generic model for route control mes- 
saging and handoff performance. We show that 
the difference in handoff quality observed during 
simulation is related to the design of these pro- 
tocols. Finally, we discuss a number of other 
implementation issues that may influence the 
future deployment of micromobility protocols. 

This article is structured as follows. We pro- 
vide an overview of the protocols under study, 
and present a simple taxonomy of the mobility 
management approaches used by micromobility 
protocols. A generic model for micromobility is 
then presented and discussed. Following this, we 
present our simulation model and performance 
results for handoff and route control messaging. 

, We discuss a number of practical aspects that 
influence the deployment of micromobility pro- 
tocols. Finally, we discuss a number of open 
issues and present some concluding remarks. 

The primary role of micromobility protocols is to 
ensure that packets arriving from the Internet and 
addressed to mobile hosts are forwarded to the 
appropriate wireless access ppint in an efficient 
manner. To  do this, micromobility protocols 
maintain a location database that maps mobilc 
host identifiers to location information. In what 
follows we provide an overview of Cellular lP,  
Hawaii, and Hierarchical Mobile IP, and then 
present a simple taxonomy to distinguish the dif- 
ferent mobility management approaches used to 
design IP micromobility protocols. This leads us 
to establish a generic model for micromobility. 

PROTOCOLS 
Ce//u/rrr IP - The Cellular IP protocol [8] from 
Columbia University and Ericsson Research sup- 
ports paging and a number of handoff tech- 
niques. Location management and handoff 
support are integrated with routing in Cellular 
IP access networks. To minimize control messag- 
ing, regular data packets transmitted by mobile 
hosts are used to refresh host location informa- 
tion. Cellular IP uses mobile-originated data 
packets to maintain reverse path routes. Nodes 
in a Cellular IP  access network monitor (i.c., 
"snoop") mobile originated packets and main- 
tain a distributed, hop-by-hop location data base 
that is used to route packets to mobile hosts. 
Cellular IP uses IP addresses to identify mobile 
hosts. The loss of downlink packets when a 
mobile host moves between access points is 

reduced by a set of customized handoff proce- 
dures. Cellular IP supports two types of handoff 
scheme. Cellular 1P hard handoff is based on a 
simple approach that trades off some packet loss 
in exchange for minimizing handoff signaling 
rather than trying to guarantee zero packet loss. 
Cellular IP semisoft handoff prepares handoff by 
proactively notifying the new access point before 
actual handoff. Semisoft handoff minimizes 
packet loss, providing improved TCP and UDP 
performance over hard handoff. Cellular IP also 
supports IP paging, and is capable of distinguish- 
ing active and idle mobile hosts. Paging systems 
help minimize signaling in support of better scal- 
ability and reduce the power consumption of 
mobile hosts. Cellular 1P tracks the location of 
idle hosts in an approximate and efficient man- 
ner. Therefore,  mobile hosts do  not have to 
update their location after each handoff. This 
extends battery life and reduces air interface 
traffic. When packets need to be sent to an idle 
mobile host, the host is paged using a limited 
scope broadcast and in-band signaling. A mobile 
host becomes active upon reception of a paging 
packet and starts updating its location until it 
moves to an idle state again. Cellular IP also 
supports a fast security model that is suitable for 
micromobility environments based on fast ses- 
sion key management. Rather than defining new 
signaling, Cellular IP access networks use special 
session keys where base stations independently 
calculate keys. This eliminates the need for sig- 
naling in support of session key management, 
which would inevitably add additional delay to 
the handoff process. 

Howd-  The Hawaii protocol [9] from Lucent 
Technologies proposes a separate routing proto- 
col to handle intradomain mobility. Hawaii relies 
on Mobile IP to provide wide-area interdomain 
mobility. A mobile host entering a new FA 
domain is assigned a collocated care-of address. 
The mobile node retains its care-of address 
unchanged while moving within the foreign 
domain; thus, the HA does not need to  be 
involved unless the mobile node moves to a new 
domain. Nodes in a Hawaii network execute a 
generic IP routing protocol and maintain mobili- 
ty-specific routing information as per host routes 
added to legacy routing tables. In this sense 
Hawaii nodes can be considered enhanced IP 
routers, where the existing packet forwarding 
function is reused. Location information (Le., 
mobile-specific routing entries) is created, updat- 
ed, and modified by explicit signaling messages 
sent by mobile hosts. Hawaii defines four alter- 
native path setup schemes that control handoff 
between access points. The appropriate path 
setup scheme is selected depending on the oper- 
ator's priorities between eliminating packet loss, 
minimizing handoff latency, and maintaining 
packet ordcring. Hawaii also uses IP multicast- 
ing to page idle mobile hosts when incoming 
data packets arrive at an access network and no 
recent routing information is available. 

Hierurchicu/ Mobile If  - The Hierarchical Mobile 
IP  protocol [ l o ]  from Ericsson and Nokia 
employs a hierarchy of FAs to locally handle 
Mobile IP registration. In this protocol mobile 
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Figure 1. a) A network of mobile routitagpoints; 6 )  a full network with inter- 
mediate nodes. 

hosts send Mobile IP registration messages (with 
appropriate extensions) to update their respec- 
tive location information. Registration messages 
establish tunnels between neighboring FAs along 
the path from the mobile host to a gateway FA 
(GFA). Packets addressed to the mobile host 
travel in this network of tunnels, which can be 
viewed as a separate routing network overlay on 
top of IP. The use of tunnels makes it possible 
to  employ the protocol in an IP network that 
carries non-mobile traffic as well. Typically one 
level of hierarchy is considered where all FAs 
are connected to the GFA. In this case, direct 
tunnels connect the GFA to FAs that are locat- 
ed at access points. Paging extensions for Hier- 
archical Mobile IP are presented in 1121 allowing 
idle mobile nodes to operate in a power saving 
mode while located within a paging area. The 
location of mobile hosts is known by HAS and is 
represented by paging areas. After receiving a 
packet addressed to a mobile host located in a 
foreign network, the HA tunnels the packet to 
the paging FA, which then pages the mobile host 
to reestablish a path toward the current point of 
attachment. The paging system uses specific 
communication time slots in a paging area. This 
is similar to the paging channel found concept 
found in second-generation cellular systems. 

MOBILITY MA~AGEME~T TAXONO~Y 
Hierarrbird Tunnehng - In hierarchical tunneling 
approaches the location database is maintained 
in a distributed form by a set of FAs in the 
access network. Each FA reads the incoming 
packet’s original destination address and search- 
es its visitor list for a corresponding entry. If the 
entry exists, it contains the address of the next 
lower-level FA. The sequence of visitor list 
entries corresponding to a particular mobile host 
constitutes the mobile host’s location informa- 
tion and determines the route taken by downlink 
packets. Entries are created and maintained by 
registration messages transmitted by mobile 
hosts. Hierarchical tunneling schemes rely on a 

tree-like structure of FAs. Encapsulated traffic 
from an HA is delivered to the root FA. Each 
FA on the tree decapsulates and then reencap- 
sulates data packets as they are forwarded down 
the tree of FAs toward the mobile host’s point 
of attachment. As a mobile host moves between 
different access points, location updates are 
made at the optimal point on the tree, tunneling 
traffic to the new access point. Micromobility 
protocols based on hierarchical tunneling tech- 
niques sometimes require that mobile hosts 
either send new types of control messages or 
need to be aware that a hierarchical tunneling 
protocol is in use. Examples of micromobility 
protocols that use hierarchical tunneling include 
regional tunneling management [lo] used by a 
number of hierarchical Mobile IP proposals. 

Mobile-Sperific Routing - Mobile-specific routing 
approaches avoid the overhead introduced by 
decapsulation and reencapsulation schemes, as is 
the case with hierarchical tunneling approaches. 
These proposals use routing to forward packets 
toward a mobile host’s point of attachment using 
mobile specific routes. These schemes introduce 
implicit (e.g., based on snooping data) or explicit 
signaling to update mobile-specific routes or they 
are aware that a routing protocol is in use. In the 
case of Cellular IP, mobile hosts attached to an 
access network use the 1P address of the gateway 
as their Mobile IP care-of address. The gateway 
decapsulates packets and forwards them toward a 
base station. Inside the access network, mobile 
hosts are idcntified by their home address and 
data packets are routed using mobile-specific rout- 
ing without tunneling or address conversion. The 
routing protocol ensures that packets are deliv- 
ered to a mobile host’s actual location. Examples 
of micromobility protocols that use mobile-specific 
routing include Cellular IP and Hawaii. 

Although t h i s  article focuses o n  IP layer 
mobility management protocols, for complete- 
ness we mention simple layer 2 mobility solu- 
tions. The “iwander” wireless micromobility 
network discussed in [13], for example, consists 
of interconnected off-the-shelf Ethernet switch- 
es. As an autoconfiguration function, Ethernet 
switches maintain bindings between host MAC 
addresses and the ports through which packets 
are received from a particular host [14]. Packets 
addressed to a host are forwarded through the 
port indicated by the binding. In [13] this func- 
tion is used to provide layer 2 mobility manage- 
ment. When a mobile host moves, its “uplink” 
data packets transmitted from the new location 
implicitly update bindings and ensure proper 
delivery of data packets associated with the 
mobile host on the “downlink.” This simple 
micromobility network identifies mobile hosts 
using MAC addresses and stores location infor- 
mation as a sequence of switch port bindings 
instead of a sequence of next FA addresses, as is 
the case in Hierarchical Mobile IP. The network 
of Ethernet switches relies on mobile-host-origi- 
nated data packets rather than explicit signaling 
messages to update location information. Anoth- 
er commonly used layer 2 mobility management 
protocol is the Inter-Access Point Protocol 
(IAPP), which is currently standardized as IEEE 
802.11F [15]. 
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MRP layer 

MRP 

MH identifrer 

Intermediate nodes 

Next MRP field 

Means of update 

- _  

_ -  , - -  -_ - 
-_ - - -  

Table 1. Mapping of micromobility protocols to the generic micromobility model based on MRPs. 

There are a number of similarities in the opera- 
tion of micromobility protocols despite the dif- 
ferences in the  type of host identifier used, 
structure of location database, and means of 
updating the database. For example, both iwan- 
der [13] and Hierarchical Mobile IP require that 
some network nodes maintain a list of host 
entries and search this list for each downlink 
packet. List entries in both protocols a re  
assigned timers and removed after a prespecified 
time unless the list entry is refreshed. Each entry 
contains a pointer to the next node toward the 
mobile host’s actual point of attachment. The 
series of next-hop entries constitutes the down- 
link route. To forward a downlink packet, nodes 
must read the original destination address, find 
the corresponding entry in the list, and forward 
the packet to the next node. 

We will use the term mobile routing point 
(MRP) to refcr to nodes that participate in the 
procedure described above @.e., Ethernet switch- 
es in [13] or FAs in Hierarchical Mobile IP). We 
argue that despite differences in design 
approach, most micromobility protocols can be 
regarded as networks of MRPs that implement 
the procedure described above. Furthermore, 
most micromobility protocols can be mapped to 
a generic micromobility model consisting of 
MRPs. Each MRP contains a list of hosts whose 
data path traverses the MRP. When a downlink 
packet arrives at an MRP, the list is searched for 
the destination address and the packet fonvard- 
ed to the next MRP, as indicated by the list 
entry. The series of entries associated with a par- 
ticular mobile host constitutes the host’s location 
(i.e., routing) information. 

In Fig. la,  data packets addressed to a mobile 
host MHO are forwarded through three MRPs. 
The HA associated with mobile host MHO (not 
shown in the figure) tunnels packets to MRPI. 
Upon reception of a data packet, MRPl decap- 
sulates the packet, checks its list of host entries, 
and determines that the packet should be for- 
warded to MRP2. MRP2, in turn, forwards the 
packet to MRP3, which finally forwards the 
packet over the air to the mobile host. 

Neighboring MRPs may be physically inter- 
connected, but do not need to be. In a Cellular 
1P network, for example, MRPs correspond to 
Cellular I P  nodes. Neighboring Cellular IP  
nodes can be separated by any number of layer 2 
switches. In Fig. l b ,  the network illustrated in 
Fig. l a  is shown with a number of physical nodes 

that are not MRPs. These nodes are represented 
by smaller circles in Fig. lb. The figure also shows 
the destination address fields contained in a down- 
link packet as it traverses a number of MRPs en 
route toward the destination mobile host. Each 
packet carries the mobile host’s identifier because 
all MRPs along the path use this identifier to find 
the next MRP. In addition, each packet must carry 
the address of the next MRP because nodes (Le., 
non-MRP nodes) that lie between two MRPs, by 
definition, cannot route packets based on the 
mobile host identifier. As a packet traverses the 
access network from MRP to MRP, its internal 
address (Le., the mobile host’s identifier) remains 
unchanged while its external address (Le., the next 
MRP’s address) is replaced by each MRP the 
packet encounters en route toward the destination 
mobile host. Carrying both addresses in the packet 
is achieved by using protocol encapsulation. In 
Cellular IP and Hawaii, IP packets are encapsulat- 
ed in L2 frames, while Hierarchical Mobile IP 
uses “IP in IP” encapsulation. The iwander Ether- 
net switch network is a special case because it 
does not support any intermediate nodes and 
therefore does not need to carry MRP addresses 
due to the lack of encapsulation below layer 2. 

Most micromobility protocols can be regard- 
ed as implementations of the MRP model 
described above. In Table 1, we map four micro- 
mobility protocols to the generic model. One can 
observe that  the  most important difference 
between these protocols is the choice of protocol 
layer at which per-host location information is 
stored and maintained. The type of the mobile 
host (MH) identifier, the protocol layer associat- 
ed with intermediate nodes, and the type of 
“next MRP” information all depend on  the 
choice of the MRP protocol layer. I€, for exam- 
ple, MRPs are implemented at layer 3, mobile 
hosts are most logically identified by IP address- 
es. Therefore, all L3 devices in the micromobili- 
ty network must be mobility-aware. This, in turn, 
implies that intermediate (non-MRP) nodes 
must operate at layer 2. In contrast, if MRPs are 
tunneling endpoints, denoted layer 3.5 in the 
table, intermediate devices can be layer 3 routers 
as well. In the case of an Ethernet switch net- 
work, MRPs operate at L2 and hence are direct- 
ly interconnected. This prohibits any o ther  
intermediate nodes. Following on from this, the 
properties shown in rows 1-5 of Table 1 are lim- 
ited and tightly coupled to the operations of the 
MRP protocol layer. In contrast, the means of 
updating MRP state, as shown in the last row of 
Table 1, is largely independent of the choice of 
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Signaling message 

Table 2.  Micromobility protocols grouped by the MRPprotocol layer. 

MRP protocol layer. To  illustrate the impor- 
tance of these two independent design decisions 
we group the micromobility protocols according 
to these properties, as shown in Table 2. 

While Tables 1 and 2 are focused on the differ- 
ences between micromobility protocols, they also 
highlight a fundamental similarity (Le., the MRP 
principle). Regardless of the layer that realizes 
MWs, the type of host lists and the task performed 
by MRPs are basically identical in each case. 

Figure 2. The simulated network topology. 

PERFORMANCE ANALYSIS 
In what follows, we present our simulation model 
and examine the performance of Cellular IP, 
Hawaii, and Hierarchical Mobile IP with respect 
to handoff quality, routing control messaging, 
and enhanced handoff control. 

SIMULATION MODEL 
The simulation study presented in this article 
uses the Columbia IP Micromobility Software 
(CIMS) [ l l ] ,  which represents a micromobility 
extension for the ns-2 network simulator bascd 
on version 2.lb6 [16]. CIMS supports separate 
models for Cellular IP, Hawaii, and Hierarchical 
Mobile IP. In what follows, we briefly describe 
these simulation models. For a detailed descrip- 
tion the reader is referred to the CIMS online 
source code and documentation [ll]. 

The Cellular IP simulation model is based on 
the latest description of the protocol [17]. We 
implemented both hard and semisoft handoff 
algorithms. Paging and security functions are not 
used in the simulations but are available in CIMS. 
The Hawaii zmulation model is based on the 
description provided in [18]. We used the unicast 
nonforwarding (UNF) and multiple stream for- 
warding (MSF) handoff schemes. Because Hawaii 
access points need to implement Mobile TP FA 
functionality without decapsulation capability and 
are responsible for generating Hawaii update 
messages, we modified the BaseStationNode 
object to include these features. In addition, we 
extended the mobile host object to include the 
PFANE [7] functions required by Hawaii. Hawaii 
routers are implemented in special HawaiiAgent 
objects that can process Hawaii messages and 
perform protocol-specific operations. The Hierar- 
chical Mobile IP simulation model implements 
the two-level version of the protocol where there 
is a single GFA and FAs in each access point. To 
simulate this protocol we added a GFAAgent 
object to the existing simulation model. This 
object is responsible for setting up tunnels to FAs 
and encapsulating downlink packets based on the 
appropriate visitor list entry. 

All simulations are performed using the net- 
work topology shown in Fig. 2. In Cellular 1P 
simulations each wi and m i  corresponds to Cel- 
lular IP nodes where WO acts as a gateway to the 
Internet. In Hawaii simulations all Wis and APis 
are  Hawaii-enabled routers,  and WO is the 
domain root router. When simulating Hierarchi- 
cal Mobile IP, the GFA function is implemented 
by wO, while Wl-W5 represent mobility-unaware 
routers with collocated FAs APi. We assume 
that this network is the mobile host's (m) home 
network and hence packets arrive from a corre- 
sponding host (CH) without encapsulation. In 
this network each wired connection is modeled 
as a 10 Mb/s duplex link with 2 ms delay. Mobile 
hosts connect to access points (APs) using the 
ns-2 carrier sense multiple access with collision 
avoidance (CSMA/CA) wireless link model 
where each AP operates on a different frequen- 
cy band. Simulation results were obtained using 
a single mobile host, continuously moving 
between APs at a speed that could be varied 
during simulation. Such a movement pattern 

W Figure 3. UDPpacket loss at hand08 ensures that mobile hosts always go through the 
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maximum overlapping region between two radio 
cells, Nodes are modeled without constraints on 
switching capacity or message processing speed. 

The simulation network accommodates both 
UDP and TCP traffic. UDP probing traffic is 
directed from CH to MH and consists of 210 byte 
packets transmitted at 10 ms intervals. TCP ses- 
sions represent greedy downloads from the corre- 
sponding host to the mobile host using Reno 
congestion control, except where stated otherwise. 

HANDOFF QUALITY 
We first present simulation results for the basic 
(hard) handoff performance of each micromobil- 
ity protocol. During simulation, a mobile host 
moves periodically between neighboring access 
points at a speed of 20 m/s. The circular areas 
covered by neighboring access points have an 
overlap region of 30 m. We use UDP probing 
traffic between the  corresponding host and 
mobile hosts, and count the average number of 
packets lost during handoff for each protocol. 
Using this approach we measure handoff delay 
(i.e., the time it took for routing to converge). 
We performed simulations for three different 
scenarios with various crossover distances (Le., 
the number of hops between the crossover node 
and AP). The crossover distance is 1, 2, or 3 
hops when the mobile host moves between ~ 1 -  
AP2, AP2-AP3, and AP3 -AP4, respectively. Fig- 
ure 3 shows the average number of packets lost 
for each of the three cases. Each data point cor- 
responds to the average of more than 100 inde- 
pendent handoff events. 

Our first observation is that results for Cellular 
IP hard handoff and Hawaii UNF are very simi- 
lar. In both cases handoff delay is related to the 
packet delay between the A P s  and the cross-over 
node. When the mobile host moves between Ap1 
and AP2 the delay is small. If the crossover dis- 
tance is larger, the handoff delay increases with 
an extra packet delay of 2 ms for each additional 
hop. The results are a direct consequence of the 
similarity between these two protocols, particular- 
ly in the way in which the protocols build up the 
route between a crossover node and new AP. 

In contrast to Cellular IP and Hawaii, Hierar- 
chical Mobile IP updates routing only when reg- 
istration messages reach the GFA. Therefore, 
Hierarchical Mobile IP cannot benefit from the 
fact that a crossover node is topologically close 
to the APs. This phenomenon is illustrated in 
the results where the handoff delay for Hierar- 
chical Mobile IP is shown to be independent of 
the crossover distance, and is equal to the hand- 
off performance in the case of the maximum 
crossover distance for Cellular IP and Hawaii. 

Next, we show simulation results for a TCP 
download during handoff. The dots shown in Fig. 
4a correspond to the sequence number of data 
packets associated with a single TCP connection, 
as seen by the mobile host. At 14.75 s into the sim- 
ulation a Cellular IP hard handoff occurs. The fig- 
ure shows that the packet loss caused by the 
handoff results in a TCP timeout. No data is trans- 
mitted during the timeout period, and the perfor- 
mance of the TCP connection IS seriously 
degraded. 

The  degradation caused by packet loss 
increases with the increasing handoff frequency. 

Figure 4. TCP sequence numbers at the time of a Cellular IP: a )  hard handoff; 
b) semi-soft handoff (Tss = 50 ms); and c) semi-soft handoff (Tss = 300 ms). 
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Figure 5.  Application-level TCP throughput in periodic handoffs. 

This phenomenon is illustrated in Fig. 5 where 
we plot the long-term throughput of bulk TCP 
connections while the mobile host periodically 
performs handoff between AP3 and AP4. The 
squares with the dashed line shown in the plot 
correspond to  Cellular IP  hard handoff and 
indicate that, in comparison to the stationary 
case, application level throughput decreases by 
25 percent  when the mobile host moves 
between APs every 2 s. This degradation would 
be more severe if we considered the potential 
processing delays that would be anticipated in a 
real system. 

ROUTE CONTROL MESSAGING 
In the previous section we compared the handoff 
performance of the three protocols. Results for 
Cellular IP and Hawaii are similar given that the 
protocols operate in the same manner for tree 
topologies. After the mobile host moves to a 
new access point, it generates a control message 
that propagates toward the crossover node and 
creates downlink routing information along the 
new path. The operation is also similar in Hier- 
archical Mobile IP, but the crossover node is 
always at the GFA (node WO in the simulation 
network shown in Fig. 2), which accounts for the 
additional delay. 

The operation of Cellular IP and Hawaii is 
different when the network topology is not a 
tree, however. In Hawaii path setup messages 
are directed toward the old access point, while 
Cellular IP  route  update  packets a re  sent  
toward the gateway. For non-tree topologies 
this difference will often result in different 
nodes being used as the crossover point. In 
Hawaii the crossover node lies at the intersec- 
tion of the old downlink path and the shortest 
path between the old and new access points. As 
a result, the new downlink path will not neces- 
sarily be the shortest path between the domain 
root router (i.e., gateway) and the new access 
point. We illustrate this problem using the sim- 

ulation network shown in Fig. 6. If a mobile 
host, initially attached to the network at AP1, 
moves between access points AP2 and AP8, the 
resulting downlink path between the domain 
root router WO and the new access point AP8 
will be suboptimal, as illustrated in the figure. 
In the case of Cellular IP, the crossover node is 
always at the intcrsection of the old downlink 
path and the shortest path between the gateway 
and the new access point. This guarantees opti- 
mal downlink paths. 

This suboptimal routing problem represents a 
generic trade-off associated with handoff control 
signaling in micromobility protocols. If handoff 
control messages are always transmitted up to the 
gateway, MRPs higher up in the hierarchy will 
have to deal with a potentially large number of 
messages causing performance bottlenecks. Keep- 
ing routing update messaging close to  access 
points seems reasonable because in most cases 
the old and new downlink paths overlap, and 
routing entries do not have to be updated along 
the common section of the paths. By discarding 
update messages at the crossover MRP, MRPs 
higher up the hierarchy do not have to process 
these messages, hence minimizing the signaling 
load at those nodes. 

In order for a crossover MRP to be capable 
of discarding route update messages, the node 
must be aware that it is a crossover MRP with 
respect to the particular handoff in progress. In 
Hawaii, for example, a node that receives an 
update message referring to a mobile host that 
already has a valid entry assumes i t  is the 
crossover MRP. This relies on the protocol’s 
property that at any given time a mobile host 
has only a single chain of route entries from the 
gateway to the current access point. In Hawaii,’ 
this is ensured by carefully removing old entries 
after handoff. Guaranteeing that all old entries 
are  successfully removed in the  network is 
problematic, however. For example, lost update 
messages or  radio blackout periods during 
handoff may jeopardize such consistency. This 
imposes additional requirements on protocols, 
such as persistent retransmissions or message 
numbering to resolve any race conditions. Con- 
sistency problems can be avoided if crossover 
MRPs are explicitly determined. For example, 
one could design a protocol where mobile hosts 
are aware of their downlink route, and after 
handoff they include this information in the 
update message. This would allow a topology- 
aware new AP to explicitly determine the 
crossover MRP. 

Protocols that do not identify the crossover 
MRP by either of the previously techniques have 
no ability to  safely discard update messages 
before the gateway. Cellular IP is one such pro- 
tocol that cannot support such behavior. Based 
on this discussion, we observe that micromobility 
protocols have the following design options with 
regard to route control: 

Send all handoff update messages to the gate- 
way. 
Ensure that old entries are always removed in 
the network and let MRPs identify themselves 
as crossover nodes based on this property. 
Explicitly determine the crossover MRP at  
handoff. 
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IMPROVED HANDOFF SCHEMES 
In the previous sections we focused on the basic 
hard handoff schemes provided by each proto- 
col. We found that differences in performance 
can mostly be attributed to a couple of design 
decisions. The first is that the base Hierarchical 
Mobile IP protocol employs a single-level MRP 
hierarchy. This design decision is motivated by 
the desire to reduce the number of mobility- 
aware nodes in the network. However, it results 
in slightly higher protocol delay in the case of 
handoffs between topologically close access 
points. The other design decision relates to rout- 
ing updates and identifying crossover MRPs. 

Several enhancements to the basic hard hand- 
off schemes have been developed for each micro- 
mobility protocol under study in order to reduce 
or eliminate the packet loss during handoff. Cel- 
lular IP semi-soft handoff [19] allows a mobile 
host to set up routing to the new access point 
prior to handoff. In this case, packets are dupli- 
cated at the crossover node and delivered to both 
the new and old access points for a short period 
of time. By the time the mobile host attaches to 
the new access point, its downlink packets are 
already flowing along the new path. In this case, 
no time is lost in updating routes in the access 
network. However, i f  the path between the 
crossover node and the new access point is short- 
er than path between the crossover node and the 
old access point, packets may still be lost. To 
overcome this problem, Cellular IP crossover 
nodes delay packet duplicates for a fixed period 
amount of time (Tss)  before forwarding them 
toward the new access point. This compensates 
for a shorter new path. While this solution may 
completely eliminate loss, it may cause packet 
duplicates to be delivered to mobile hosts. 

Another loss reduction technique is supported 
by the MSF path setup scheme in Hawaii [9]. 
Instead of setting up routing in advance of hand- 
off, as is case with Cellular IP semi-soft handoff, 
MSF operates after handoff. Packets that arrive 
at the old access point after a mobile host has lost 
its air channel to the old access point are buffered 
and forwarded to the mobile host at its new point 
of attachment using the access network. Routing 
state is also updated at the same time so new 
downlink packets are directly forwarded to the 
new access point. Packets that are buffered and 
forwarded from the old access point may arrive at 
the new access point interleaved with new pack- 
ets. This results in misordered packets being 
delivered to mobile hosts. The MSF scheme 
works best if the link layer at the old access point 
can determine which packets were not received by 
the mobile host. In such a case, MSF can effi- 
ciently forward packets using IP. If this cannot be 
accommodated, the IP layer at the access points 
must store all packets received for a certain peri- 
od (TnzFf)  and forward them to the new access 
point. This may result in the delivery of duplicate 
packets at the mobile hosts, as is the case with 
Cellular IP semi-soft handoff. 

Cellular IP  and Hawaii use two different 
approaches to improve handoff performance: 

Bi-casting techniques 
Buffering and forwarding techniques 
The former prevent packet loss by taking 

W Figure 6.  Suboptimal routes after Hawaii handofs. 

proactive steps that require knowledge of the new 
access point prior to handoff. The latter do not 
rely on any such knowledge, but attempt to recov- 
er packets from the old access point after hand- 
off. The proposed seamless handoff extensions 
for Hierarchical Mobile IP operate along similar 
lines, advocating bi-casting [20, 211 and buffering 
and packet forwarding [22,23]. 

Figure 7 shows the effect of these handoff 
improvements for Cellular IP and Hawaii. We 
have plotted the average packet loss (negative 
values) or duplication (positive values) as func- 
tions of Cellular IP crossover delay and Hawaii 
buffering delay, respectively. In this case, UDP 
probing traffic is sent from the corresponding 
host to the mobile host while the mobile host 
performs Cellular IP semi-soft handoff or Hawaii 
MSF handoff. The solid and dashed lines corre- 
spond to probe traffic with packet interarrival 
times of 5 and 10 ms, respectively. In both cases 
the crossover distance is three hops. 

We can observe that in the case of Hawaii 
MSF handoff (Fig. 7b) the lack of buffering (Tmsf 
= 0) causes approximately 12 ms worth of data to 
be lost. This is similar to the performance of 
Hawaii UNF handoff. Increasing the buffering 
time results in increasing the number of packets 
being buffered and forwarded (Le., recovered) 
until loss is eliminated at Tmsf = 14. If we keep 
increasing Tmsf, some packets successfully trans- 
mitted to the mobile host will also be forwarded 
from the old access point. This results in packet 
duplication. The figure shows that the actual 
number of lost and duplicated packets is depen- 
dent on the arrival process. However, the optimal 
Tmsf value is independent of traffic. The buffering 
time that leads to zero packet loss and no dupli- 
cation is topology-dependent and is equal to the 
layer 2 handoff time, plus the time it takes for the 
path setup message to reach the old access point. 

The same observations can be made in case 
of the Cellular IP semi-soft handoff, as shown in 
Fig. 7a. One difference is that Cellular IP uses 
bi-casting instead of forwarding td recover pack- 
ets; hence, semi-soft handoff results in zero 
packet loss in symmetrical topologies. 

This explains the fact that the Cellular IP 
semi-soft loss/duplicate curve never incurs nega- 
tive values (Le., we did not observe packet loss). 
If the transmission time. between the crossover 
node and the new and old access points differ, 
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times of 5 ms and 10 ms. 

the two curves would be shifted up or  down 
showing loss or more duplication, respectively, 
depending on which path is longer. 

We can observe this phenomenon in the fol- 
lowing simulation results, as shown in Fig. 4b 
and 4c. In this experiment we use TCP traffic 
to test the impact of semi-soft handoffs. The 
TCP download causes congestion at the bottle- 
neck air  interface,  which has the  effect of 
increasing the transmission time between the 
crossover node and the old access point. Even 
if the crossover node delays packet duplicates 
by 50 ms as shown in Fig. 4b, the packet stream 
at  the  new access point is still seen to  be 
“ahead” of the old access point. This condition 
manifests itself at the mobile host during hand- 
off as a sudden increase in the observed trans- 
port  sequence numbers tr iggering TCP’s 
retransmit and recovery mechanisms. On the 
other hand, if T,, is much larger, as shown in 
Fig. 4c, the packet stream at  the new access 
point will be “behind” the old access point. 
Packet loss is eliminated at  the  expense of 
duplication in this case. The value of T,, that 
leads to  zero packet loss and duplication is 
equal to the layer 2 handoff time, plus the dif- 
ference between the transmission time to the 
old and new access points. If the latter is larger, 
packet duplication cannot be avoided. 

We observe a number of similarities between 
the performances of these two enhanced handoff 
schemes. Both enhancements buffer packets for 
some time. In both cases, the amount of time 
data packets are buffered influences handoff 
performance. Both are capable of totally elimi- 
nating packet loss at the expense of packet dupli- 
cation. The only performance difference is that 
Hawaii’s forwarding scheme introduces packet 
reordering in addition to duplication. The effect 
of reordering is also visible in Fig. 5. The perfor- 
mance of Hawaii MSF handoff, as seen by the 
application, is somewhat lower than that of Cel- 
lular IP semi-soft handoff. This difference is 
because the TCP protocol reacts adversely to the 

level of packet reordering introduced by the 
Hawaii MSF scheme. Note that the parameters 
for these simulations were T,, = 120 ms and Tmsf 
= 50 ms. 

Figure 5 also plots the throughput obtained by 
Cellular IP hard handoff using NewReno conges- 
tion control instead of Reno. The results demon- 
strate that NewReno can effectively improve 
performance in the presence of frequent handoff. 
This is attributed to the fact that batch loss events, 
which are the main cause of the drop in through- 
put experienced by Reno TCP flows, have less 
impact on NewReno flows. Applying NewReno 
congestion control represents a different approach 
to improving handoff performance in relation to 
the micromobility protocol enhancements, as pre- 
viously discussed. Rather than eliminating packet 
loss, NewReno makes the end system more robust 
to packet loss. NewReno is not designed to com- 
pensate for loss that is specific to handoff behav- 
ior. However, it can be advantageous, for 
example, in the case of batch losses due to radio 
fading. NewReno is designed for TCP flows, 
while micromobility protocols can reduce disrup- 
tion experienced by other transport protocols 
( e g ,  UDP, RTP) too. 

DEPLOYMENT CONSIDERATIONS 
We have studied, compared, and evaluated the 
architectural aspects and performance properties 
of Cellular IP, Hawaii, and Hierarchical Mobile 
IP. A number of other design considerations, 
however, can influence the performance and 
suitability of micromobility protocols. 

PROTOCOL LAYERS 
The choice of the protocol layer that supports 
MRPs has important implications related to net- 
work management. MRPs will typically reuse 
the network management, traffic engineering, 
and quality of service (QoS) features supported 
by a particular protocol layer. For example, a 
micromobility access network built from Ether- 

80 IEEE Wireless Communications * Feburary 2002 



net switches [13] can take advantage of IEEE 
8 0 2 . 1 ~  priorities. MRPs operating at L3, on the 
other hand, can employ differentiated services 
per-hop behaviors. The choice of the MRP pro- 
tocol layer also impacts the ability to mix mobile 
and nonmobile traffic in a single access net- 
work. Tunneling-based micromobility protocols 
are easily deployed on top of existing mobility- 
unaware wide-area IP networks. Solutions oper- 
ating within the IP layer [17, 181 can mix mobile 
and nonmobile traffic at L2 and are therefore 
more suited to LANs or networks dedicated to 
mobile traffic. In addition, the choice of proto- 
col layer also influences device availability and 
cost, the type of encapsulation or tunneling 
machinery required by MRPs, and the means to 
integrate the access network with a global mobil- 
ity solution. 

LOCATION UPDATING 
The means of updating per-host location infor- 
mation has implications on the design of MRPs. 
Because Cellular IP is based on implicit signal- 
ing and uses da ta  packets to drive location 
updates, MRP nodes need packet snooping 
capabilities and per-packet logic to update the 
location database. In contrast, explicit signaling 
approaches place additional load on an MRP's 
general-purpose processors, which would be the 
case for Hawaii. In this case, signaling load 
needs to be carefully considered, especially in 
the case of protocols that have a single-level 
MRP hierarchy, as in the case of base Hierarchi- 
cal Mobile IP. The extent to which signaling 
influences scalability limits of a protocol also 
depends on the complexity of generating and 
interpreting meswges. 

AAA AND SECURITY 
The level of security support required in a micro- 
mobility protocol is determined by the opera- 
tional networking scenario in which the protocol 
operates. While authenticating location update 
messages seems necessary in many cases, data 
encryption over the air interface or in the fixed 
network is not always needed. User authentica- 
tion for authorization or accounting may be 
required in some cases, while anonymous free 
access is sufficient in others. The extent to which 
various micromobility protocols support security 
and authentication, authorization, and account 
(AAA) functions has a large impact on the prac- 
tical applicability of micromobility protocols. 
The security model employed by micromobility 
protocols also influences network and device 
performance, QoS, manageability, handoff per- 
formance, and interoperation with other (possi- 
bly global) AAA systems. 

CONCLUSION 
In this article we present a comparison of a 
number of IP micromobility protocols that have 
been designed and implemented over the past 
several years. Micromobility protocols comple- 
ment Mobile IP with fast, seamless, local hand- 
off control. We introduce the notion of mobile 
routing points and established a generic micro- 
mobility model to help best understand the per- 
formance and design issues of Cellular IP,  

Hawaii and Hierarchical Mobile IP. Despite the 
different design approaches, the fundamental 
operating principles that underpin these proto- 
cols are similar. We consider Cellular IP, Hawaii, 
and Hierarchical Mobile IP as realizations of 
this generic model. 

We developed the CIMS [ll] ns-2 extension 
that supports separate programming models for 
Cellular IP, Hawaii, and Hierarchical Mobile 
IP. We present a set of simulation results to 
illustrate the performance of these protocols. 
The results demonstrate that the basic handoff 
performance depends only on the position of 
the crossover MRP. We identify three funda- 
mental  design choices for selecting the  
crossover MRP. 
. We compare the performance of Cellular IP 
semi-soft handoff and Hawaii MSF handoff, 
identifying a number of similarities and differ- 
ences. We also discuss a number of differences 
not directly related to handoff quality. We argue 
that in selecting the appropriate micromobility 
protocol for a given network environment, these 
issues may be more important than the small dif- 
ferences we found in terms of user-perceived 
handoff quality. 

A number of open issues remain. Micromo- 
bility protocols will have to support the delivery 
of a variety of traffic including best effort and 
real-time traffic. There has been very little work 
on a suitable QoS model for micromobility. 
Extending the differentiated services model to 
micromobility seems like a logical starting point 
[24]. However, differentiated services concepts 
such as aggregation, per-hop behavior, service 
level agreement, and slow timescale resource 
management may b,e impractical in wireless IP 
networks. For example, it may be impractical to 
allocate resources at every base station in a wire- 
less access network in support of a service level 
agreement that offers assured service, or  use 
traffic engineering techniques that promote 
underutilization of wireless links in support of 
some per-hop behavior characteristic. Work on 
QoS support for micromobility is predicated on 
differentiated services first being resolved in the 
wired network. 

Finally, there has been considerable debate in 
the IETF on suitable fast and seamless handoff 
extensions for Mobile IpV4 and Mobile IPv6. For 
a summary of the various proposals discussed over 
the last several years see [l]. The development of 
Cellular IP, Hawaii, and Hierarchical Mobile IP 
has led to significant discussion in the community 
and has helped shape the ongoing standardization 
efforts within the lETF on low-latency handoff, 
context transfer, QoS, and IP paging. 
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