
Abstract-In this paper, we propose an efficient multicast rout-
ing protocol based on mobile IP standard in wireless mobile
networks. A mobile host that is located in a foreign network
receives a tunneled multicast datagram from a multicast agent,
which is located in a remote network or local network. While
receiving a tunneled multicast datagram from a remote multi-
cast agent, the local multicast agent starts a multicast tree join
operation if the mobile host is expected to remain the network
relatively long period of time, while it does not start multicast
tree join operation if the mobile host is expected to remain the
network relatively short period of time. The proposed protocol
tries to minimize the number of unnecessary multicast tree
join operations. We examined performance of the proposed
protocol by simulation under various environments and we got
good performance results.

I. INTRODUCTION

Rapid progress in data communication technology has
spawned an increasing demand for various services over
networks irrespective of users' location. As a result, we have
witnessed an explosive growth of research and development
efforts in the field of wireless mobile networks [6,14].
While existing computing systems assume static devices
and wired networks, a wireless mobile system allows users
with portable devices to access a shared communication
network independent of their physical location [11]. 

In wireless mobile networking environments, users still
require particular network applications, such as the dissemi-
nation of textual information, multipoint communications,
and distributed systems functions, for which a multicast
mechanism is more efficient. Many multicast protocols,
such as DVMRP [21], MOSPF [17], CBT [3], and PIM
[10], have been proposed to support the multicast service.
However, the proposals were designed assuming static
hosts, and thus they do not work well in mobile networking
environments. In wireless mobile networks, the bandwidth
is limited, wireless links are error-prone, mobile hosts fre-
quently handoff, and battery lifetime of a mobile device is
limited. Thus, when we design a multicast routing protocol
for wireless mobile networks, the characteristics mentioned
above should be carefully considered. Several multicast
routing protocols for wireless mobile networks have been
proposed [7,12,19,22]. Although the protocols solve several
problems inherent in multicast routing proposals for static
hosts, they still have problems such as non-optimal delivery
path, datagram duplication, etc. 

The current IETF mobile-IP specification also briefly
proposes two approaches for supporting multicast service to
mobile hosts [18,19,22]: foreign agent-based multicast
(referred to as remote-subscription) and home agent-based
multicast (referred to as bi-directional tunneling) [7,12]. In
foreign agent-based multicast, a mobile host has to sub-
scribe to multicast groups whenever it moves to a foreign

network. It is very simple scheme and does not require any
encapsulations. This scheme has the advantages of offering
the shortest routing path and nonexistence of duplicate cop-
ies of datagrams. However, when a mobile host is highly
mobile, its multicast service may be very expensive because
of the difficulty in managing the multicast tree. Further-
more, the extra delay incurred from rebuilding a multicast
tree can create the possibility of a disruption in multicast
data delivery.

In home agent-based multicast, data delivery is achieved
by unicast mobile IP tunneling via home agent. When a
home agent receives a multicast datagram destined for a
mobile host, it encapsulates the datagram twice (with the
mobile host address and its care-of address) and then trans-
mits the datagram to the mobile host as a unicast datagram.
This scheme takes advantage of its interoperability with
existing networks and its transparency to foreign networks
that a mobile host visits. However, the multiple encapsula-
tion increases the packet size, and a datagram delivery path
is non-optimal since each delivery route must pass through
a home agent. Furthermore, if multiple mobile hosts that
belong to the same home network visit the same foreign net-
work, duplicate copies of multicast datagrams will arrive at
the foreign network.

In [12], Harrison et al. proposed a home agent-based mul-
ticast protocol called MoM (Mobile Multicast), where a
home agent is responsible for tunneling multicast datagrams
to the mobile host. In home agent-based multicast schemes,
a home agent forwards a separate copy of multicast data-
gram for each mobile host even if all mobile hosts that wish
to receive the multicast datagram are in the same foreign
network. However, by MoM protocol, the home agent for-
wards only one copy of the multicast datagram to each for-
eign network that contains its mobile hosts. Upon receiving
the multicast datagram, a foreign agent delivers it to mobile
hosts using link-level multicasting. This scheme reduces the
number of duplicate multicast datagrams and the additional
load on low-bandwidth wireless links. But there still exists a
problem, referred to as the tunnel convergence problem
[7,12], resulting from the fact that multiple tunnels from dif-
ferent home agents can terminate at one foreign agent.
Thus, when multiple home agents have mobile hosts on the
same foreign network, one copy of every multicast data-
gram is forwarded to the same foreign agent by each home
agent. Therefore, the foreign agent suffers from the conver-
gence of tunnels set up by each home agent. To solve this
problem, the foreign agent appoints one home agent as the
DMSP (Designated Multicast Service Provider) for the
given multicast group. The DMSP forwards only one data-
gram into the tunnel, while other home agents that are not
the DMSP do not forward the datagram. MoM protocol
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reduces multicast traffic by decreasing the number of duplicate
copies of datagrams. However, multicast datagrams from both
the DMSP and a multicast router can cause a duplication since
it is possible that local static hosts in the foreign network are
members of the same group as the visiting mobile hosts. More-
over, this approach uses a non-optimal delivery route since a
home agent (DMSP) forwards multicast datagrams to tunnels
leading to each foreign agent.

In [20], Suh et al. proposed a multicast routing protocol
called MMA, where a mobile host receives a multicast data-
gram from a multicast forwarding agent in a network located
near the mobile host’s current foreign network. As an option,
the mobile host’s local multicast agent may start multicast join
process, while receiving a tunneled multicast datagram from a
remote multicast agent. However, joining and pruning a multi-
cast tree each time a mobile host changes locations result in a
large network overhead. Furthermore, if the speed of a mobile
host is very high, a local multicast router joins a multicast tree
unnecessarily since the mobile host may move to another net-
work before the multicast router finishes joining the multicast
tree.

In this paper, we propose an efficient multicast routing pro-
tocol based on MMA protocol [20]. A mobile host that is
located in a foreign network receives a tunneled multicast data-
gram from a multicast agent, which is located in a remote net-
work. While receiving a tunneled multicast datagram from a
remote multicast agent, the local multicast agent starts a multi-
cast tree join operation only when the currently visiting mobile
host is expected to remain in the network relatively long period
of time. If the expected time for a visiting mobile host to
remain in the network is not long enough, the local multicast
agent does not start a multicast tree join operation. In this case,
the mobile host receives tunneled multicast datagrams from a
remote multicast agent located in a network close to the local
network. 

The proposed protocol reduces the number of duplicate cop-
ies of datagrams and the multicast data delivery path length
since datagrams are forwarded to mobile hosts by multicast
agents which are located close to the current location of mobile
hosts or located in the current network. The proposed protocol
also tries to reduce network traffic overhead by reducing the
number of unnecessary multicast tree join operations. 

II. PROPOSED PROTOCOL

A.  Protocol Overview
The main problems of bi-directional tunneling are non-opti-

mal datagram delivery path length and duplicate copies of mul-
ticast datagrams. On the other hand, the high overhead of
frequent multicast tree reconstruction is a problem of remote-
subscription. The main goal of the proposed protocol is to min-
imize the multicast tree reconstruction overhead while keeping
datagram delivery path length sub-optimal. Multicast tree
reconstruction overhead can be reduced if we minimize the
number of unnecessary multicast tree join operations. 

If a mobile host entering into a network moves to another
network before the local multicast router finishes joining the
multicast tree, then the join process becomes unnecessary. Fur-
thermore, the multicast router has to perform a prune operation
since the host requested multicast service has left the network.
Thus, both the unnecessary join and prune operations increase
the network load. Even if the mobile host remains at the net-
work after the completion of the join operation, it may be
unnecessary if the mobile host leaves the network in very short
time after finishing tree join process. 

In the proposed protocol, a mobile host manages a timer
which records the staying time of the mobile host at the previ-

ous network. This can be done by recording the time difference
between the time a mobile host arrives at a network and the
time it leaves the network. The point is that, although not
exact, the speed of a mobile host at a network is highly depen-
dent on the speed of the mobile host at the previous network.
That is, the probability that a mobile host moves slow (or fast)
at the current network is high if the host moves slow (or fast) at
the previous network. 

In the proposed protocol, a mobile host that is located at a
foreign network receives a tunneled multicast datagram from a
multicast agent, which is located at a remote network. While
receiving a tunneled multicast datagram from a remote multi-
cast agent, the local multicast agent starts a multicast tree join
operation only when the currently visiting mobile host is
expected to remain the network relatively long period of time.
The expected time for a mobile host to stay at the current net-
work is calculated from the measured staying time of the
mobile host at the previous network. If the expected time for a
visiting mobile host to remain the network is not long enough,
the local multicast agent does not start a multicast tree join
operation. In this case, the mobile host receives tunneled multi-
cast datagrams from a remote multicast agent located in a net-
work close to the local network. 
B.  Protocol Details

There are two important entities in the proposed protocol:
multicast agent (MA) and multicast forwarder (MF). MAs pro-
vide multicast services to mobile hosts. Each MA has the infor-
mation of a single MF per multicast group. MF of a MA (e.g.,
MA1) is the MA selected among MAs which are located near
MA1 and must be multicast tree nodes of a given multicast
group. A MF is responsible for forwarding multicast datagrams
to MA1. If MA in the visiting network of a mobile host
belongs to a multicast tree, the mobile host directly receives
multicast data from the local multicast router (e.g., MA) in the
network. In this case, the MA itself becomes the MF. If the vis-
iting network does not belong to a multicast tree, multicast data
are delivered to a mobile host through tunneling from a MA
that is included in the multicast tree of a given multicast group
and located in a network close to the mobile host's visiting net-
work. In this case, a MA in a remote network becomes the MF.

Initially, when a mobile host wants to subscribe a multicast
group in a network, subscription is done through MA in the
network, which must be a tree node of the multicast group. If
not, the MA starts tree joining process. This MA configures the
MF value of the multicast group with the MA itself, and deliv-
ers multicast datagrams to the mobile host in the network. 

When a mobile host moves from a network (e.g., N1) to
another (e.g., N2), the mobile host sends its MF information to
MA2 in N2 during registration, which is used by MA2 for
selecting new MF. If N2 belongs to the multicast delivery tree,
MA2 itself becomes the MF. MA2 and the mobile host update
the MF information with MA2. If MA2 does not belong to the
multicast delivery tree and MA2 has no MF information on the
multicast group, the MF value that the mobile host had in N1 is
used as the MF in N2. If MA2 does not belong to the multicast
delivery tree but MA2 has MF information on the multicast
group, the MF value that the mobile host had in N1 is used as
the MF in N2 (oldest MF selection). Alternatively, MA2
selects one that is closer to it, between the MF information that
MA2 currently has and the MF that the mobile host had in N1
(closest MF selection). At any case, MA2 and the mobile host
update the MF value with the selected MF. Now, MA2 sends a
forwarding request message to the selected MF. Then, the MF
starts forwarding multicast datagrams to MA2, and MA2 deliv-
ers the datagrams to MA2. 

Completing the registration procedure, a mobile host checks
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its timer value (staying-time at the previous network). If the
timer value is over a threshold value (low mobility), the
mobile host requests MA2 to start multicast tree join opera-
tion. While MA2 is joining to the multicast tree, the mobile
host receives forwarded data from its MF, and thus there is
no service disruption period. When the join process fin-
ishes, multicast datagrams are delivered directly to the
mobile host, just as in foreign agent based multicasting.
Since MA2 is now a multicast tree node, it sets its MF value
as itself and advertises the newly updated MF value to the
currently subscribing mobile hosts. If the timer value is
below a threshold value (high mobility), the mobile host
keeps silent. Alternatively, the mobile host also sends its
timer value to MA2 at its registration time. Then, MA2
decides whether it should start tree join operation or not, by
referring its local threshold data and the staying time infor-
mation received from the mobile host. 

Fig. 1 shows the basic operation of the proposed protocol.
In the figure MA1 and MA2 are multicast tree nodes, while
MA3 and MA4 are not. A mobile node MH moves from
network N1 to N2, N3, and N4, in that order. Since MA1 is
a multicast tree node, MH receives multicast datagrams
from MA1 (that is, MA1 is the MF of MH). When MH
enters into N2 it sends its MF information (e.g., MA1) to
MA2 during registration. Since MA2 is a multicast tree
node, MA2 itself becomes a new MF at N2. After some
period of time, when MH moves to N3, it sends its MF
information (e.g., MA2) to MA3 during registration. In this
case, MA3 is not a multicast tree node, and thus MA3 sends
a forwarding request message to the MF (e.g., MA2). Then,
MF (MA2) starts forwarding multicast datagrams to MA3,
and MA3 delivers the datagrams to MA2. In the meantime,
MH checks its timer value. If we assume that the timer
value is below a threshold value, MH does not request mul-
ticast tree join operation to MA3. Now, MH enters into N4,
and it sends its MF information (MA2) to MA4 during reg-
istration, and then it checks its timer value. If we assume
that the timer value is over a threshold value, then MH
requests MA4 to start multicast tree join operation. While
MA4 is joining to the multicast tree by way of MR1 and
MR2, the mobile host receives forwarded data from its MF
(MA2).
C.  Host Mobility Prediction and Tree Joining Decision

In the proposed protocol, determining a mobile host’s
speed is very important. The best approach determining a
mobile host’s speed is using the information received from
Global Positioning System (GPS). A mobile host requests a
tree join process when the mobile host’s speed received by
GPS is above a given threshold value. But, if GPS informa-

tion is not available, an alternative approach is measuring
the period of time that a mobile host stays at the previous
network. If the staying time at the previous network does
not give a good information on the host mobility, another
approach is using several staying time values at several pre-
viously visited networks. A mobile host records its staying
time at each of n networks it recently stayed before it enters
into the current network. The point is that, although not
exact, the speed of a mobile host in the current network is
highly dependent on the speed of the mobile host at the net-
works the mobile host recently stayed before it enters into
the current network. 

In the proposed protocol, the choice of n is important
parameter and must be reasonably chosen. In addition, the
expected time for a mobile host to stay at the current net-
work is also important. In this paper, we calculate the
expected staying time value (TE) as follows:

where , Ti ( ) is the measured staying
time at previous n-1 networks (excluding the most recently
visited network), and Tn is the measured staying time at the
previous network (the most recently visited network).  is a
weight factor, and if =0, the expected staying time of a
mobile host at the current network is determined by the
staying time at the previous network only. 

Now, TE is found, and a mobile host requests a tree join
operation according to the following rule:

If TE>Tth
MH sends a join request to its current MA

Otherwise,
MH does not send a join request

where Tth is the threshold value for join.
The decision rule defined above is very simple: when the

predicted staying time at a network is above a certain
threshold value, a mobile host requests tree join operation.
Upon receiving the request, MA at the network performs
join operation if it is not a multicast tree node. Tth is a criti-
cal value for the performance of the proposed protocol. The
value should be determined according to several network
parameters.

III. PERFORMANCE EVALUATION

We have evaluated performance of the proposed protocol
using a discrete-event simulation. We assumed that 20x20
LANs are located on the x-y coordinate system as shown in
Fig. 2, with the x and y coordinates are chosen uniformly at
random for each LAN. This set of LAN locations is fixed
for each simulation time. We assume that there is one MA at
each LAN. The shaded area in Fig. 2 denotes the wireless
transmission range of a LAN. In a randomly selected net-
work model, the initial multicast tree is established for a
randomly selected set of LANs. 

The random way point model [5] is used in this simula-
tion. In this model, each mobile host selects its destination
in random fashion, and starts its journey to the destination
with randomly chosen movement speed. When a mobile
host reaches its destination, it remains stationary for a cer-
tain period of time, which is called pause time. After a
pause time, the mobile host moves again in the same way
stated above. We set the pause time to be 0 in the simulation
study since we want to evaluate the performance in worstFigure 1. Example of the proposed protocol
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condition (high mobility). We assume that each mobile node
moves with a speed ranging from 0 to 5.0 cell/unit time. Since
a unit time is a virtual tick in the simulation model, we used it
as a relative speed of node movements.

We evaluated performance of the proposed protocol with
various numbers of mobile hosts, various sizes of the initial
multicast tree. The number of mobile hosts used in this paper
denotes the number of mobile hosts per LAN in a randomly
selected initial multicast tree. Thus, for example, when the ini-
tial tree size is 50 and the number of mobile hosts per LAN in
the initial tree is 10, then there are 500 mobile hosts in total in
the simulation network. In the simulation, the maximum num-
ber of mobile hosts per LAN in the initial multicast tree is lim-
ited to 20. When the number of mobile hosts per LAN in the
initial multicast tree is greater than 20, since there are too many
mobile hosts in the simulation network, it is highly probable
that each mobile host makes MAs in a foreign network to join
the multicast tree, and thus all LANs join to the multicast tree
as soon as simulation starts. The shortest path length between
two LANs is measured by the Shortest-Path Euclidean Dis-
tance. We assumed that there is a single source which is
selected randomly and it is fixed during the simulation time.
Table 1 summarizes the parameters used in our simulation
study.

Our simulation study compares the performance of the pro-
posed protocol, MMA protocol with join option [20] and MoM
protocol [12]. The main features considered are the number of
join operations performed by the proposed protocol and MMA
protocol in various situations. In addition, we observed the
multicast data traffic per unit time and average delivery path
length of multicast data per mobile host for protocols listed
above. The results are illustrated in Figures 3- 6. 

Total network traffic generated by a multicast delivery is the
sum of the traffic occurred on the multicast tree and the traffic
occurred by tunneling from the forwarding pointer to the
mobile host. Thus we can compare the additional traffic by tun-
neling in the protocols. The number of tunneling is propor-
tional to the number of mobile hosts (in the home agent based
multicast protocol), the number of foreign networks in which
mobile hosts subscribing a given multicast group are visiting

(in MoM protocol), and the number of MAs which receive data
forwarded by a MF (in MMA protocol and the proposed proto-
col). Fig. 3 compares these as a function of H, when Tth=3, 5, 7
and T = 50 (see Table 1 for definition of the parameters). As
shown in the figure, the network traffic generated by the pro-
posed protocol is very comparable to (but a little bit more than)
that of MMA protocol with join option. It is due to the fact that
when the mobility prediction is used, there are certain cases
that join operations are not performed since the expected time
for a mobile host to remain the network is below the threshold
value. Network traffic generated by MMA protocol with join
option is the optimum value since the protocol performs tree
join operation at every network (just as foreign agent-based
multicast routing protocol).

Fig. 4 shows the average delivery path length of the pro-
posed protocol, MoM, and MMA, relative to optimal path
length, as a function of H, when the optimal path length (in for-
eign agent-based protocol) is 1 and Tth=3, 5, 7. As shown in
the figure, the average delivery path length of the proposed
protocol is comparable to, but a little bit longer than that of
MMA with join option. It is also due to the fact that the pro-
posed protocol performs smaller number of join operations
than MMA with join option. There are several cases that join
operations are not performed in the proposed protocol. In such
cases, the datagrams to a mobile host are forwarded from the
forwarder in the proposed protocol. On the other hand, in
MMA protocol with join option, every MA eventually joins to
the multicast tree, which reduces the delivery path length.

Fig. 5 compares the number of joins performed in the pro-
posed protocol and MMA protocol with join option as a func-
tion of H when Tth=3, 5, 7, and T=50. As shown in the figure,
the number of joins in the proposed protocol is less than that of
MMA protocol with join option. The difference becomes larger
as Tth increases. Although frequent tree join operations reduce
the network traffic occurred by tunneling and average packet
delivery path length as shown in Figures 4 and 5, they
increases the overhead of reconstructing the multicast tree. So,
tradeoffs are required between the number of tree join opera-

TABLE 1: SIMULATION PARAMETERS

Parameter Description Values
N number of LANs 400
T number of initial tree nodes 50

H average number of mobile hosts 
per initial tree node 1-20

MR host mobility rate [0 - 5] cell/unit time
P pause time 0 unit

TJD join delay 1 unit
weight factor 0

Tth threshold value for join 3, 5, 7 units
Time total simulation time 500 units

Figure 2. Network model used in simulation
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tions and packet delivery path length. The motivation of the
proposed protocol is to allow necessary join operations to
reduce packet delivery packet length, while minimizing the
number of unnecessary join operations. As stated earlier, when
mobile hosts move fast, there are some MAs that perform
unnecessary join operations. The number of unnecessary join
operations can be expressed as the number of MAs that cur-
rently have no visiting mobile hosts subscribing multicast
groups that MAs join for the mobile hosts. We counted the
average number of such MAs per unit time. Fig. 6(a) compares
the number of unnecessary join operations in the proposed pro-
tocol and MMA protocol and Fig. 6(b) shows the differences in
the number of unnecessary join operations (i.e., the number of
unnecessary joins in the proposed protocol - the number of
unnecessary joins in MMA protocol with join option) as a
function of H with Tth=3,5,9. From the figures, we can see that
the proposed protocol reduces the number of unnecessary join
operations significantly, and the differences are getting larger
as Tth is increased. It is very important feature. Reducing the
number of unnecessary joins in turn reduces the unnecessary
overhead for reconstructing the multicast tree. 

From our simulation study, we can see that the proposed pro-
tocol reduces the number of join operations significantly by

reducing unnecessary joins, while its multicast delivery path
length is very comparable to that of MMA protocol with join. 

IV. CONCLUSION

In this paper, we proposed an efficient multicast routing pro-
tocol supporting host mobility. A mobile host that is located in
a foreign network receives a tunneled multicast datagram from
a multicast agent, which is located in a remote network. While
receiving a tunneled multicast datagram from a remote multi-
cast agent, the local multicast agent starts a multicast tree join
operation only when the currently visiting mobile host is
expected to remain the network relatively long period of time.
If the expected time for a visiting mobile host to remain the
network is not long enough, the local multicast agent does not
start a multicast tree join operation. In this case, the mobile
host receives tunneled multicast datagrams from a remote mul-
ticast agent located in a network close to the local network. 

While maintaining the multicast data delivery path length
comparable to foreign agent-based protocols, the proposed pro-
tocol reduces the number of unnecessary join operations. We
compared the performance of the proposed protocol with exist-
ing protocols by simulation under various wireless mobile net-
working environments, and we got very positive results. We
are currently performing more detailed performance evaluation
study in diverse networking environments.
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Figure 5. Comparison of number of joins

(a) Comparison of average number of unnecessary joins

Figure 6. Comparison of number of unnecessary joins
(b) Difference of number of unnecessary joins 
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