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Abstract—In networks with mobile nodes,power consumptionis an im-
portant constraint due to the limited battery power available at the mobile
nodes.Reduction of power consumptionin mobile devicescan be achieved
by keepingthesedevicesin a low power (standby) mode during periods of
inactivity. This may, however, resultin increasedend-to-enddelaysleading
to violation of the Quality of Sewice (QoS)parameters. In this paper, we
proposea Medium AccessControl (MAC) schedulingpoliciesfor centrally
controlled TDD wir elesssystems.The proposedpolicies reducethe power
consumption of mobile devices by putting them into low power mode in-
telligently, using probabilistic estimatesof inactivity basedon the previous
traffic arrival pattern. The policiesensure that the QoS parameterssuchas
end-to-endpacket delaysare not violated.

Keywords— Wireless Networks, Bluetooth Technology Scheduling,
Power Aware Scheduling, TDMA/TDD, MAC.

|. INTRODUCTION

Mobile devicestypically have limited enegy for computing
and communicationbecauseof the limited battery life-times.
Conservingbattery power in mobile devices is an important
consideratiorin designingprotocolsfor networks with mobile
nodes.This issueshouldbe consideredhroughall the layersof
the protocolstack,includingthe applicationlayer[5], [4].

The chief sourcesof enegy consumptionin a mobile unit
arethe CPU, the transmittey and the recever. CPU usagein
mobile devicesmay be reducedby relegatingmostof the high-
complity computation(relatedto mediaaccess)o thestation-
ary network. The focusof work in this paperis on the power
usageatthetranscever (i.e., transmitteyrecever).

A radio can operatein three modes: standby receve and
transmit. We will refer to the modein which the devicescan
receve andtransmitdataasactivemode. In general the radio
consumesnore power during transmissiorthan during recep-
tion, and consumeghe leastpower in the standbymode. For
example,the GEC Plessg DE6003[6] 2.4 GHz radiorequires
1.8W in transmitmode,0.6 W in receive and0.05W in standby
mode. The power consumptiorfor Lucents 15 dBm 2.4 GHz
Wavelanradiois 1.725W in transmitmode,1.475W in receve
mode,and0.08W in standbymode[7]. Frequenuseof standby
modecanreducethe power consumptiornin mobiledevices.

The MAC schedulingalgorithmin wirelessnetworks hasto
be suchthat the mobile devicesremainin standbymodewhen
thereis no datato transmitor receive. The constraintof switch-
ing a device to the standbymodeis that the end-to-enddelays

may increaseandtherebyviolate the Quality of Service(QoS)
parametersTherefore an efficient schedulingalgorithmhasto

be suchthat the QoS parametersre not violated. Moreover,

frequentswitching from one modeto anothermay itself lead
to consumptiorof pawer. The needfor minimizing suchtransi-
tionsrequireghatthedevice shouldmoveto standbymodeafter
determiningthe expectedoverheadn switchingandcomparing
it to thepower it savesby goingin to thestandbymode.

Motivated by emeping standardsor low power, low cost,
short rangeindoor wirelessnetworks (such as Bluetooth[1],
HomeRF[2]), in this paper we study efficient MAC schedul-
ing algorithmsin centrally controlled Time Division Duplex
(TDD) wirelessnetworks. We attemptto addres$ow a sched-
uler shouldrespondo differenttraffic typesatthemobilenodes
suchthatthepower consumptiorof mobiledevicesin awireless
network is reducedwithoutviolating the QoSconstraints.

We can bestcapturethe requirementfor MAC scheduling
in a wirelessnetwork by listing propertiesthat the scheduler
shouldmeet. The resultsin this paperare baseduponthe fol-
lowing principles:(i) thepowerconsumptiorof amobiledevice
shouldbe in proportionto the traffic at the connection(ii) the
end-to-endpaclet delaysshouldnot violate the specifiedQoS
constraints(iii) the bandwidthwastagan uplink anddownlink
polling in the absencef datais minimum, (iv) the capacityun-
usedby oneflow shouldbe distributed uniformly amongother
flows. In the proposedschedulingpolicy, the scheduletries to
learnthe natureof the traffic at the mobile nodesand polls a
mobile device only whenthe device hasdatathus eliminating
unnecessarpolling. The overheadof switchingadeviceto low
power modeis comparedo the expectedpower savings anda
deviceis transferredo low power modeonly if the overheads
lessascomparedo the expectedbower savingsfor thatdevice.

This paperis organizedasfollows. Sectionll discusseshe
network model. Sectionlll describessomesimple scheduling
algorithms.SectionlV describeshe proposedchedulingalgo-
rithm: Adaptive ProbabilitybasedPolling Interval (APPI). The
simulationresultsarepresentedh SectionV andSectionVI has
theconclusions.



Il. THE NETWORK MODEL

We focus on MAC schedulingin indoor short rangewire-
lessnetworks. An exampleof sucha systemis a Bluetooth
piconet[1]. Another exampleis the HomeRF SharedWire-
less AccessProtocol (SWAP) [2] which is designedto sup-
port both TDMA and CSMA/CA (Carrier SenseMultiple Ac-
cess/Collisiomvoidance).We assuméhatthe scheduleriews
traffic asa setof flows. Flows canbe individual, e.g.,a single
TCPconnectionpr aggrayate e.g.,all traffic to a specifichost.

A. PowerModesin BluetoothTechnology

Bluetooth[1] is a fast frequeng hopping (1600 hops/sec)
masterdriven Time Division Duplex (TDD) MAC wirelessnet-
work, comprisingof at mostsevenslavesconnectedo the mas-
terwhich receive andtransmitbasebangaclets.

A slave cantransmitdatain the slot following the onein
which the masterhaspolled it. Bluetoothtechnologydefines
the activemodefor a slave asthe modein which the slave has
to listen to the channelfor mastertransmissionst all times.
Onreceving a paclket from the mastey every active slave reads
the destinatiorslave addressandpaclet lengthfrom the paclet
header If the pacletis not addressedo a slave, it stopsscan-
ning the channelfor the durationof the paclet length (in the
paclet header). The addressedlave will reply in the follow-
ing reverseslot. If the masterhasno datato sendduring a slot
whenit polls aslave, it sendsa null paclet; the slave repliesto
the paclket received from the mastersincethe reply containsan
acknavledgementor therecevedpaclet.

In Bluetoothtechnologyin additionto theactivemode there
arethreelow power modes sniff, hold andpark. In this paper
for simplicity, we consideitwo power modes:theactiveandthe
sniff mode.

In the sniff mode(seeFigure 1), the duty cycle of thelisten
actiity for aslave canbereducedIn thismode,the mastercan
only starttransmissionn specifiedtime slots,thusa slave does
not needto listento the channelat all times. The sniff slotsare
placedat aninterval Tgu;. A slave in sniff modelistensfor a
transmissiorevery sniff period,Ty,;e, for aspecifiechumberof
slots (denotedy Ngni—attempt). We call the interval Ty, as
thepolling interval for a slave in the sniff state.

Active window (N slot pairs)
SNIFF-ATTEMPT

Slave in sleep state

T
sniff

Fig. 1. The Sniff modein BluetoothTechnology

I1l. THE SCHEDULING PoOLICIES

In aBluetoothpicocell,themasteperformsthetaskof paclet
schedulingfor both the uplink and downlink flows. However,
themastehasonly limited knowledgeof thearrival processesf
uplink flows. Power optimizationis requireddueto the limited
battery power at the mobile hosts. Furthermore the network

must provide sustainedquality of service(QoS)to the paclet
flows. Thisis importantsinceif the paclet delayis large,there
may bere-transmissiondueto a higherlevel protocol(suchas
atimeoutin TCP)thatleadsto afurtherwastageof power.

Mobile hostswith limited batterypower mustconsere en-
ergy. Hencethey areputin alow power modewhenthey do not
haveary traffic. Theschedulingyolicy atthemasteishouldhave
criteriato decidethe powermodeof eachmobilehostconnected
to it sothattheleastamountof poweris consumed.

To satisfy the QoS parametersthe end-to-endpaclet delay
shouldbe minimized. This meanghatthe polling frequeng of
the mobile hostby the master(in anticipationof traffic arrival)
mustbe high. However, thiswill consumemorepowerin trans-
missionand receptionand will alsolead to wastageof band-
width in unnecessarpolling. Thustherearetwo contradictory
requirementshat needto be satisfiedby a schedulingpolicy at
themaster:(i) low power consumptiorat the mobile nodes (i)
appropriatgolling frequeng thatyieldslow end-to-endlelays.

To begin with, we describesomesimple schedulingpolicies
thatestimatehe next polling interval eachtime the mobile host
is polled. Thesepoliciesoptimizeeitherthe QoSparametersr
the power consumptiorat the mobile nodes. A brief overvien
of eachpolicy is providedbelow.

A. AlwaysActiveMode(AAM)

In this policy, theslavesarein activemodeatall timesandthe
masteiimplement£arliestDeadlineFirst (EDF) [8] scheduling
for polling the slavesasthis is known to yield superiorresults
comparedo otherpolicieswith respecto throughputandQoS
parametersThe maximumtime thata slave cannotbe serviced
is the deadlineof servicefor that slave. Keepingeachslave
alwaysactive ensureghatno slave misseshe QoSguarantees,
however, thisleadsto awastagef batterypowerandbandwidth.

B. FixedPolling Interval (FPI)

In this policy, the mastertransfersa connectionto the sniff
modewith a fixed polling interval whenthereis no dataen-
gueuedat its buffer andtransferghe connectiorbackto active
modewhenpaclketsarrive. This policy usesEDF schedulingor
theactiveslavteswhenthey have datato send.FPIhasanadwan-
tageover the previous policy in termsof power consumption,
however, theend-to-endlelaysarehigh.

C. MeanPolicy (MEAN)

In this policy, we computethe meaninter-arrival time of
pacletburstsandsetit equalto the polling interval. This policy
works betterthan FPI in termsof power savings but increases
theaverageend-to-endielayof paclets.

D. Off-line OptimumPolicy

In this policy, the masterscheduleghe connectionsbased
on the previous knowledgeof the arrival of data,thustransfer
ring connectionsnto sniff modeandactive modebasedon ex-
actpowerandend-to-endlelaycalculationstherebyoptimizing
bothof them.Notethatthisis anideal,unimplementablgolicy.



IV. THE PROPOSED POLICY: APPI

Adaptive ProbabilitybasedPolling Interval (APPI) is aneasy
to implementalgorithmfor decidingthe polling time for con-
nectionsin alow power (sniff) mode(we recallthatthe polling
timeis the Ty, parameter) APPI makesthe intuitive assump-
tion thattheinter-arrival time till thenext pacletis dravn from
thesamddistributionastheinter-arrival timesthathave beenob-
senedsofar. Hencetheinter-arrival timescanbe obsenedto
obtainthe expectedime of arrival of apaclet.

To learn the distribution D of the traffic for a given con-
nection,a separatdearningfunction H of the obsened inter-
arrival times of databurstsis kept for the forward (masterto
slave) andthe reverse(slave to master)datatraffic. Theinter
arrival timesof databurstsobsenedandrecordedn the learn-
ing function correspondo the first pacletin eachburst. The
remaining paclets of a burst are excludedfrom the obsera-
tion asthey normally arrive within negligible time interval of
the first paclet. For eachtime interval I € 0...(m — 1), H(7)
is the numberof obsered inter-arrival times in the interval
[(i)M [m, (i + 1) M /m), wherethe parametern is the number
of entriesin H and M is themaximuminter-arrival time for the
obsenation.

PROBABILITY

NUMBER Ol
PACKETS

POLLING INTERVAL

INTER-ARRIVAL TME—————————

Fig. 2. ThelLearningFunction

A. TheLearningFunction

We approximatethe distribution of the incomingtraffic at a
connectiorby alearningfunction H of theinter-arrival timesof
thedatapaclets. This is the histogramof theinter-arrival times
of paclkets. The learningfunction storesthe numberof data-
burststhathave arrivedin particularrangesf inter-arrival times
in the entry correspondingdo thoseinter-arrival ranges.We call
theinter-arrival rangesascolumnsin this paper Figure2 shovs
alearningfunctionwith the x-axisrepresentingheinter-arrival
time andy-axis correspondingo the numberof burststhathave
arrivedwithin theinter-arrival ranges.

B. Conditionfor Snifing

Whena connectionis in active modeanda data-lurstends,
we calculateinter-arrival time T,,;. This parametesshouldbe
chosensuchthat the probability of an arrival of the next data-
burstof sufficientlengthwithin T, thatcanforce (dueto QoS
requirement®ver individual paclet delay) the connectioninto
activemode(if it is putinto sniff mode) is lessthanathreshold

P,,. Thispredictionis donewith thehelpof alearningfunction
H.

If the probability P(¢) of thearrival of sucha paclet crosses
athresholdP,; whenintegrateduptoatime T, , andthe power
overheadP, e head Of puttingthe connectioninto sniff modeand
revertingit backto activemodeis lessthanthe power savedin
thetime T, the connectionis put into sniff mode. Note that
P,, dependsiponthe acceptablealuesof the QoSparameters.

Let fp be the probability densityfunction of the traffic dis-
tribution D, T, is theinter-arrival time drawn from D. If the
transmitpower perslotis P;.qnsmit, thereceve power perslot
iS Preceive andthepowerin sniff stateperslotis Pyyir ¢, then,

Tas
P(t) = fD(m)dﬂj < Pys
0

(Tas — Tos/deadline) Preceive + (Tos/deadline) Pionsmit
_Tas Psm’ff 2 Poverhead

and

Notethatdeadlinerefersto thedeadlineof servicefor theslaves
in activemode.Fromtheabove, it is clearthatif thesecondton-
dition is satisfiedfor the connectionthenthe slave is switched
to sniff mode.

C. DecidingthePolling Intervalin Snif Mode

The secondaim is to find a time-intenal suchthat the ex-
pectedime interval beforethearrival of thenext burstis greater
thanaprobability Pg whichreflectsthetoleranceof theconnec-
tion to delayedpaclets. Thus,

Tp
P(t) = fp(z)dz < Pg
0
whereT'p is thepolling interval of theslave in sniff mode,T;,ig
(seeFigurel). In Figure 2, we representhe procedureof de-
ciding the polling interval. The numberof pacletsin different
inter-arrival rangesareaddedover the inter-arrival rangesstart-
ing from thebeginningtill theirsumbecomegqualto Pg (< 1)
timesthetotal numberof bursts.The probability Pg is shovn as
PROBABILITY in Figure2. Pg refersto the fraction of paclet
burstsarrivedtill a particularinter-arrival range. We will find
the lastinter-arrival range(column)uptowhich Pg fraction of
paclet burstshave arrived. The meanof this columnis takento
bethepolling interval.

D. Deciding the Criterion of Switching from Snif to Active
Mode

If apacletbeingsenedin the sniff modeis estimatedo get
adelayhigherthanathreshold(dependingiponthe QoS),then
the connectionis immediatelyswitchedinto the active mode.
This is doneby measuringhe burstlengthb, the sniff-interval
Tsnips andtherebyestimatingthe maximumdelayd of the last
pacletin the queue wherethe estimatedielayis givenby (b —
1) Tynig. If thedelayis lessthand atthe masterthe masterputs
theslave in activemode elsetheslave will requesfor achange
of modeif the conditionis satisfiedat the slave.

E. Overviav of the Algorithm

Thefollowing is a descriptionof thevariousscheduleevents
atthe masteifor the Adaptive ProbabilitybasedPolling Interval



with FixedResolution(APPI-FR).

Arrival of a burstat a node(masteror slave) wheneeranen

burstarrivesat the queuefor a particularstreamfor scheduling
atthemaster(slave), theinter-arrival time betweerthelastburst
andthepresenturstis notedin ahistogramH ™ (H},°) where
M (S) indicatesthat the histogramis for the data-trafic from

the masterto the slave (slave to the master)andk indicatesthe

slave index.

An activeslaveis scheduled if a connectiorhasdatato trans-
mit, thenthe connectioris serviced However, if theconnection
hasno datain the queue,thenif the condition of sniffing (as
describedn SectionlV-B) is satisfied,by both the masterand
slave histogramsH™ and H*, thenthe connectionis put into

sniff mode.

A slavein sniff modeis scheduled whena connectionwith a
slave in sniff modeis scheduledthe MA C atthe masterandthe
MAC at the slave checkthe criteria of switchingfrom sniff to
active If it is satisfiedtheconnectioris switchedto activestate.
Otherwise,the slave is servicedandthe masterMAC informs
theslave of thenew polling interval basecon HM andH*° both
of which are at the master The polling interval chosenis the
minimum of thetwo arrivedatby using ™ andH?.

F. AdaptivePolicy with AdaptiveResolutionAPPI-AR)

Thepolicy describedabore workswell with alargenumberof
columnsin the histogramH. This leadsto computationabver-
headsat eachpolling interval. Hence,for reason®f efficiency,
we decreas¢he numberof columnsin the histogram.This may
leadto anincorrectselectionof polling interval which may not
beacceptable.

A new policy is thereforesuggestedn which the numberof
columnsin the histogramis kept small. This policy handles
the distribution by keepingsmallerhistogramcolumnsin the
zonewherethe expectedprobability of dataarrival is high. The
columnscover large intenvalsin the otherzoneswherethe ex-
pectedprobability of dataarrival is low.

The advantagesof this policy are evident. Thoughhaving
lessercolumnsin the histogramH, this policy works out pre-
cisepolling intenalsasit is adaptve to the natureof thetraffic.
The total numberof columnsis alsolow, hencethe computa-
tional overheadsre avoidedwithout ary lossin theresolution
of polling interval. All theadvantage®f APPIarestill available.

In APPI-AR,wheneerthelearningfunctionis updatechtthe
arrival of adata-lurstatthemasteror theslave, it is checledthat
theexpectedorobabilityof dataarrival atapolling interval (e.g.,
7) doesnot exceeda prefixed thresholdP, which is a function
of the total numberof columnsX in the adapti/e histogram.

This conditioncanbe written as H(J)M( 5 2 . If suchbe
the case,the columnis bifurcatedinto two intenals. To keep
thenumberof columnsconstantiwo adjacentolumnswith the
minimum sumof probability arejoined together This achieres
higherresolutionof theinter-arrival rangewhenthe datarateis
higherwhile keepingthenumberof columnsto asmallandfixed
number

V. SIMULATION RESULTS

We have usedthe Bluetoothsoftwarestackdevelopedat IBM
for simulatingthe wirelessnetwork with a masterdriven Time
Division Duplex MAC andonepiconet.The Bluetoothsoftware
stackhasbeenbuilt usingthe Network Simulator (NS-2) [3].
We have usedthe following traffic traces:(i) TCP Traffic trace
(downloadedrom from eelbl.gov/sigcomm/IR), (i) TCPwith
HTTP asthe applicationlayer (using Network Simulator),(iii)
TCPwith FTPapplicationlayer(usingNetwork Simulator),(iv)
RealPlayAudio traffic trace,(v) CBRtraffic.

The parameterausedin the simulationare as follows: the
polling interval in low power modeis adaptve andis between
100-500slots, the durationof eachslot is 625 microseconds,
DEADLINE is 40 slots, polling interval for FPI is 250 slots,
Pyniee is equalto 0.05 units per slot, Preceive IS €qualto 0.5
units perslot, Pyansmit IS €qualto 1 unit perslot, Pyyerhead IS
2P ransmit + 2 Preceive = 3 pOWerunits, P, is 0.3andPg is 0.3.

Thepower levelsabove arethe worstcasefigurestakenfrom
Lucents WaveLAN card. Thesimulationsnvereperformedwith
theabove parametersor differentoptimizationpolicies: AAM,
FPI, MEAN andAPPI-AR. Theresultsfor all the policieshave
beennormalizedwith respecto the off-line policy.

Thesimulationwasrunfor 110,000Bluetoothslots(eachslot
is of 625 psecduration)andthe resultswere noteddown from
50,000slots onwards,thusignoring the time taken by the his-
togramto adaptto the natureof thetraffic.

Thegraphsshaving thepowerconsumedby differentpolicies
normalizedwith respecto the off-line optimumare shovn be-
low. Theoff-line policy hasprior informationaboutdataarrival
andschedulesccordingly The averageend-to-endink delays,
maximumend-to-enddelaysandtheir jitter are alsoshavn in
the graphs. However the delaysshouldbe comparedwith the
delaywith respecto the AAM policy sincethe off-line delays
areunimplementable.

Thenumberof columnsin the histogramdor APPI-AR have
beentakento be5 with equallyspacedoundariesThe bound-
ariesof the columnsare then adaptedto the particulartraffic
whichrequiresafiner resolutionat specificinter-arrival timesas
perthe concernedraffic distribution.
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Figures3, 5 shav thepower consumedtanodeandaverage,
maximumandvariance(jitter) of the end-to-endpaclet delays
for HTTP over TCP (from network simulator)and TCP trace
(from thesiteeelbl.gov). Thegraphsshav thatAPPI-ARworks
betterthanboththe powersaving policies,FPlandMEAN, both
in termsof power consumptiorandend-to-endielays.Figure6
shavsthepowerconsumptiorandpacketdelaysfor aTCPdump
tracefrom a realplayerplaying 16Kbpsaudiofrom a website.
The delayin audio play correspondgo the maximumend-to-
enddelay Thegraphshows thatmaximumdelaysarevery high
for FPlandMEAN. Figure4 showsthe powerconsumptiorand
delaysfor a CBR traffic with a paclet arrival every 120 time
slots. As canbe seenfrom the graph,both our policy andthe
meanpolicy adaptdo theinter-arrival rateof pacletsexactly as
it is fixed. The graphshovn in Figure 7 plots the power con-
sumedaverageandmaximumdelayandthejitter for APPI for
differentprobabilitiesPg. Fromthe graph,we infer thatagood
rangefor Pg is betweerD.1and0.3.

VI. CONCLUSION

We have proposedscheduling methodologiesfor master
driven TDD wirelesssystemssuchasBluetooth,that optimize
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power consumptionat the mobile devices and that simultane-
ously boundthe end-to-endpaclet delays. An adaptie policy

hasbeenproposedor decidingthe polling interval for connec-
tionsbasedntheirtraffic distributionandQoSparametersk-ur-

therresearchs requiredto studyMAC schedulingn suchsys-
temsandto study otherimportantQoS parametersuchasthe
pacletlossprobabilityandjitter.
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