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Abstract—Previous works in IEEE 802.16e power saving mainly
focused on standard Type | or Type Il power saving @lss. The
limitation of adopting Type | or Type Il was discusseé in our
previous work, and the idea of applying traffic moatling and
measurement called Load-Based Power Saving (LBPS) wa
proposed. The base station in LBPS measures the tfafload and
estimates the sleep window size for mobile subscebstations by
setting a threshold for data accumulation. Based onthe
previously proposed protocol LBPS-Aggr, an enhancegrotocol
called LBPS-Split is proposed in the paper, in whicithe MSSs
are clustered in the schedule for better power sang
performance. Simulation results demonstrate that biger power
saving efficiency can be achieved significantly by BPS-Split
than LBPS-Aggr.
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l. INTRODUCTION

IEEE 802.16 \MMax) [1]-[3] is an emerging and promising
broadband wireless access (BWA) technology thaviges
high-speed and high-bandwidth wireless access. 0652
IEEE released the version KiEEE 802.16e [2]iobile BWA),
which enhances the IEEE 802.16 standard to suppabiie
subscriber stations (MSS). That is, MSS can roam around
anywhere within the range of the network and ndi¢dound
to a single location. As in other wireless netwngkidevices,
IEEE 802.16e MSS relies on batteries for power bymnd
without proper power management, the energy resguice
keep MSS connected to the network over extendeiddseof
time quickly dissipates. Therefor@ower saving in IEEE
802.16e has been an important issue in recent.years

The most waste of power has been identified asreless
device such as MSS listening on the radio chanhdkwhere
is nothing there to receive, thus existing powevirga
techniques at the MAC layer consist primarily okeg
scheduling protocols, in which the scheduler cythes radio
betweenon andoff power states to reduce power consumption
Three power saving classes are defined in the atdraf IEEE
802.16e, namelyfype I, Type Il, and Type Ill, to make sleep
scheduling more flexible and accommodate differeaffic
characteristics of various applications and sesviok brief
survey of the three standard power saving classgsven in
the following.
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In IEEE 802.16e, an MSS has two operation modeake
mode andsleep mode, in the three standard power saving
classes, Type |, Il, and lll. The awake mode is tioemal
mode of operation. Two operating windowse sleep window
andthe listening window, are further defined in the sleep mode
of Type | and Type Il. When a Type | or Type 1| M&8s no
data to transmit or receive for a fixed period iofe (namely
the waiting time threshold), it sends a sleep regnessage to
the BS. The message carries the information alweutiass of
power saving, the size of the initial sleep windahe size of
the final sleep window, and the size the listenimigdow.
Upon receiving the response message from the BSMIBS
turns off its radio transceiver and enters into ithigal sleep
window in the sleep mode. If some data destinethéoMSS
arrives during its sleep window, the BS buffers tla¢a and
sends positive traffic indicator to the MSS in tgening
window that follows the initial sleep window. Othése, the
MSS receives a negative traffic indicator and entato the
next sleep window.

In Type |, the sleep window is increased expondéntiatil
reaching the maximum size or some data has arfivethe
MSS to transmit or receive. The specification dEEE802.16e
recommends Type | is suitable for traffic nbn-real-time
variable rate (NRT-VR) service andbest effort (BE) service,
such as web browsing. Type Il power saving uses
isochronous pattern of the sleep and listening aivsland the
MSS is allowed to transmit or receive data duriisiehing
windows. The MSS switches back to the awake modiatié
transmission cannot be completed in the listeningdomw.
Type Il is recommended to support traffic oéal-time
variable rate (RT-VR) service andunsolicited grant service
(UGS), such as voice over Internet Protocol (VOIP) aitko
streaming. As a less addressed power saving Clagp® Il
has no listening windows. An MSS of Type lll isigated or
deactivated by the BS. Type Ill is recommendednfoiticast
connections and management operations.

an

Most of the research works for IEEE 802.16e povestirg
in the literature focused on Type | and Il. Perfanoe
analysis in terms of power saving efficiency aslwasl delay
performance for the standards was investigatedHfi6]. Jin
and Yue [7] proposed a theoretical analysis of Typpower
saving class in the case of self-similar multimedthaffic,



which was characterized by the Pareto distributiath a
batch arrival queueing model.
improve power saving efficiency by properly selegtthe size
of the sleep window were proposed, including héigaris
algorithms based on traffic types [8] or traffiats [9], and
enhancements based on stochastic modeling tools
adaptively adjust the sleep window size [10]-[13].

These protocols mentioned above inherit the chariatt
of Type | or Type Il, so the sleep pattern in thietpcols is
limited to either exponential pattern (Type |) oonstant
pattern (Type II), which implies the limitation tife protocols
in dealing with variable bit rate (VBR) connectioria our
opinion, neither exponential nor constant sleefepas can
provide enough capability to effectively deal witfower
saving for VBR traffic. A straightforward and bett@ethod is
to proactively model and measure the traffic in tetwork,
and the sleep window size is determined accordintyatffic
parameters obtained from traffic measurement. Toerethe
idea ofLoad-based Power Saving (LBPS) was proposed in our
previous work [14], which falls in the category ©fpe Il
power saving class. A basic version of LBPS cal@&PS
Aggr, which treats the traffic for all MSSs as aggredaaffic
to calculate the sleep window size for MSS, was pl®posed.

In this paper, the idea of LBPS is further extendsd
clustering MSSs in the schedule for better poweringa
performance. The enhanced version of LBPS is cdlRRS
Slit. Simulation study shows that better efficiencypiower
saving can be achieved by LBPS-Split over LBPS-AJdre
rest of the paper is organized as follows. The epref our
previous work is presented in section Il. The eckan
protocol LBPS-Split is presented in section Il mBiation
study and performance comparison are presentesttios IV.
Finally, section V concludes this paper.

Il.  PREVIOUSWORK
A. Load-based Power Saving (LBPS)

The objective of LBPS is to adaptively adjust sleg¢pdow
size of each MSS to better fit in current traffandition (load)
by traffic measurement. LBPS achieves this goadiying a
target threshold of data accumulation in the buideran MSS
and dynamically calculating next sleep window silze this
way, LBPS can adapt to different traffic load atill achieves
a proper level of powering saving. There are a ®apthings
that need to be done in order to realize the g6dlBPS.
Firstly, we need a stochastic model to charactdtiegetraffic
in the network. In LBPSPoisson process is adopted as the
modeling tool and exponential averaging is used for
estimation of the traffic load (rate). Moreover lyodownlink
traffic (from the BS to MSSs) is considered in theper for
compactness, although LBPS can also deal with kiplaffic.
Secondly, considering a larger value of the thriesfar data

accumulation achieves more power saving gain beb al
results in larger delaysne time frame of data should be a

suitable upper bound for the threshold. Finallye thleep

Enhanced mechanisms t

Load Traffic for all MSs

esti matl on <::'

Nextawake 9] T ™
Time Frame BS 35
to calculatlon (K)

Current Time Frame

NaNK

Not|fy
awake MSS

MSS

K’ tin?effranm
(awake-and-deep cycle)
Figure 1. LBPS-Aggr protocol

window size is calculated as the number of timeméa
required to reach the threshold of data accumulatithe
basic version of LBPS,BPS-Aggr, in which all the traffic in
the network is treated as an aggregate flow inutating the
size of the sleep window, is presented in the falhg.

B. LBPS-Aggr Protocol

In LBPS-Aggr, the BS needs to estimate the cur@ad in
the network (denoted by packets per time frame) by
collecting and exponentially averaging the sampleload as
in TCP Round-Trip Time (RTT) estimation. Since the traffic
arrival process is assumed to be Poisson, dataratation
under loadA in a time frame is calculated by the following
equation.

—/\T i
Prob [i packet arrivals in a time frame] _—— (AT) ,

whereT is the length of a tlme frame.

The threshold of data accumulation is denotedbta TH
(packets). The probability of data accumulation emding
Data TH packets overK time frames in a row can be
calculated as follows:

Pac(K, Data TH) =

Prob [# of packet arrivals il time frames >Data_TH]
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The number of time frames (including the currentakey
time frame) before the next awake time frame fol8S is
calculated as the smallest value Kf such thatPa(K,
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Figure 2. An exa.mple of LBPS-SpIit.

Data _TH) is higher than a predefined probability threshold2. The case of the minimal value of the two n€wvalues

denoted byProb_TH. That is,
The length of one awake-and-sleep cycle
= LengthAwkSpCyl (A, Data_ TH) =K’

=Min{K | Py (K,Data_TH) = Prob_TH}, where an

awake-and-deep cycle is composed of the current awake
time frame and the following sleep window.

The size of the sleep window in a cycle is there#dr-1,
which is sent by the BS to the currently awake M$&s
prepare for entering the sleep mode. Since the Ipathe
network may change dynamically, the BS calculabesrtew

larger than 2 implies the feasibility of furtherigpg, which
leads to an enhanced LBPS protocol nam@RS Solit in the

paper.

An example of LBPS-Split with 7 MSSs is illustratéd
Figure 2. All of the 7 MSSs is treated as one gr@agdoes in
LBPS-Aggr) in the first step. The value K§ = 2 in the first
step leads to the splitting of the MSSs into 2 geoin the
second step. The length of the awake-and-slee égcleach
group is re-calculated, and the minimal valu&gf andKg,
in the second step leads to 3 split groups intiird step. The
splitting process continues until the new minimalue ofK
remains unchanged as in the fourth and the fift{p $h the
example. The final value d¢f is the length of the awake-and-

value ofK" in each awake time frame of MSS. The protocol ofSleep cycle for all the split groups, and each grisuassigned

LBPS-Aggr is illustrated in Figure 1. It's worth mtgoning

with a different awake time frame by the BS as ldigpd in

that all of the traffic in the network is treatesl an aggregate the figure.
traffic flow in K™ calculation, but each MSS is independently Power saving performance of LBPS-Split is inevigabl

scheduled for entering the sleep mode in LBPS-Agbat is,
with the same length of the awake-and-sleep cgaeh MSS
may have a different starting time for the cycle.

Ill.  CLUSTERING-BASED ENHANCEMENT LBPS-SLIT

As will be shown in the section of performance &a#ibn,
power saving efficiency of LBPS-Aggr is significinbetter
than that of the standard Type |. Experiments alsowed the
possibility to further improve the performance @dRS-Aggr
in power saving. Considering the case #at 2 (the length
of the awake-and-sleep cycle is 2 time frames)BRS&-Aggr,
conceptually it implies all MSSs as a whole sholid
assigned with one awake time frame out of the cgélevo
time frames. But in the schedule we could alsa sipéi MSSs
into two groups and assign a different awake tinaen& for
each group. Given that the load of a split groumlisays
lighter than the load of the original and biggeoup, it's very

affected by the splitting mechanism. In order toximéze
power saving efficiency, the minimal value & in each
iteration should be maximized. Therefore, the tpdt
mechanism should try to divide the total load taheaplit
group as equally as possible in order to minimipadl
difference among the groups.

IV. PERFORMANCEEVALUATION

A. Smulation Environment

Simulation study was conducted to compare the pagoce
of LBPS-Split, LBPS-Aggr, standard Type | in terofspower
saving efficiency (denoted blPSE) as well as the average
access delay (denoted BwgDelay). Parameters used in the
simulation are listed in Table 1. Note that theegiinold of data
accumulatiorData TH in LBPS-Aggr is set as a full time frame,
but since each MSS operates its awake-and-sleefescyc

likely that the newk™ value for each of the split groups (with independently of others, the accumulated datadacarrently
the same value data_TH) is larger than the original value of awake MSSs can be cleared out in one time franmoist of



Table 1. Simulation Parameters
10, 20, 40, 80

# of MSS

Load Distribution Equal, 8:2, Random

160 mini-slots

Time Frame Size 1 mini-slot = 1 packet

Type | initial sleep window size| °2ime frame

Type | max sleep window size| °fime frames

Listening window size 1 time frame

Data_TH (LBPS-Aggr) 160 packets
0.8*160 packets

0.8

Data_TH (LBPS-Split)

Prob_TH (LBPS schemes)

the time. However, the MSSs in a same group in L-Bp8
are scheduled to be awake in the same time frathes,the
value of DATA TH for the two enhanced schemes is set a
80% of a time frame (i.e. 0.8*160 packets as shimwiable 1)

to reduce the probability of data overflow in ana&e time
frame.

B. LBPSSplit vs. LBPSAggr

Simulation results for comparing LBPS-Split, LBP§gk
and the standard Type | scheme in terms of poweinga
efficiency (PSE) and the average access delaygDelay) in
the case of 10 MSSs witlgual load are displayed in Figure 3
and Figure 4 respectively. As shown in Figure 3y@osaving
efficiency of LBPS-Aggr is significantly better thestandard
Type |, and LBPS-Split yields even better power irsgv
performance than LBPS-Aggr, which correspondingbds to
larger AvgDelay as display in Figure 4. Moreover, since
LBPS-Aggr is a special case of LBPS-SpIATA TH of
LBPS-Split under very heavy load is set as theinaigl60
packets (one time frame of data) in the protocal tus the
performance results of LBPS-Split and LBPS-Aggramidad
0.9 and load 0.95 converge at same points as gegplan
Figure 3 and Figure 4.

C. Impact of the number of MSSand load distribution

Results of power saving efficiency of LBPS-Splitden
different numbers of MSS are displayed in FigureThe
figure demonstrates that betteSE is achieved for a larger
number of MSS, since a larger number of MSS provitere
flexibility in splitting MSSs and thus more gain R8E can be
obtained. Figure 6 displays the resultsP&E of LBPS-Split
under three different load distributionequal load, random
load, and8:2 load. In the case of “8:2 load”, 80% of the traffic
goes to 20% of the MSSs. As demonstrated in therdig
higher variation of load distribution makes lowBEE in
LBPS-Split.

V. CONCLUSION

As the mobility-supporting version of IEEE 802.16
(WiMax), IEEE 802.16e was released in 2006. Thesstber
station in IEEE 802.16¢ is no longer stationaryrnobile and
should be powered by battery, so power saving basrhe an
important and practical issue in IEEE 802.16e. &lee three
types of power saving in the specification of IEB&2.16e,
Type |, Il, and lll. Most of the research works dsed on
Type | or Type I, which means these previous wankerited
the limitation of Type | or Type Il in selection tfe sleeping
pattern: either adopting the exponential patteriTybe | or
the constant pattern of Type Il for the sleep windgze. In
our previous work, the idea of Load-based Powerirgav
(LBPS) and a basic scheme LBPS-Aggr were propoised,
which all of the traffic in the network is treatems an
aggregate flow for estimating the sleep window .slpethis
paper, an enhanced version of LBPS namely LBPS-&pli
proposed. Instead of treating all traffic as a kEingggregate
flow, LBPS-Split splits MSSs into different groups sleep
%cheduling to achieve more power saving efficiency.
Simulation study has demonstrated LBPS-Split adsdetter
power saving efficiency than LBPS-Aggr. Impact dfet
number of MSS and the variation of load distribmtion the
performance of power saving are discussed in thema
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