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1 | INTRODUCTION

| Zheng-Ying Pan'

Summary

Long-Term Evolution (LTE) is a 4G wireless broadband technology developed by
the Third Generation Partnership Project. Two duplex modes, namely, frequency
division duplex and time division duplex (TDD), are defined in LTE for transmis-
sion in both downlink and uplink directions simultaneously. Power saving mecha-
nisms for LTE-frequency division duplex were proposed in the authors' previous
work. Applicability of the previously proposed mechanisms to LTE-TDD is investi-
gated in this paper, and the idea of “virtual time” associated with the mapping mech-
anism from the virtual time domain to the actual time domain for different TDD
configurations is proposed. With the help of the mapping mechanism, 3 revised
power saving schemes are proposed to support real-time user equipments and
nonreal-time user equipments in LTE-TDD. Simulation study demonstrates the
effectiveness of the mapping mechanism as well as the benefit of the proposed
schemes in power saving efficiency and real-time support in comparing with the
standard-based mechanism.
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in the uplink (UL), in which the UL is defined for the trans-
mission from the user equipment (denoted by UE) to the base

The advances made in the development of fourth generation
cellular networks allow people to interact directly with peo-
ple from all over the world, creating a more global society.
As a major fourth generation system, Long-Term Evolution
(LTE)" and its enhanced version of LTE-Advanced? are being
deployed around the world and phasing out 2G and 3G cellu-
lar radio methods. Long-Term Evolution is designed to work
with a variety of different bandwidths and to deliver a peak
data rate of 100 Mbps in the downlink (DL) and 50 Mbps

1. Part of the research work in this paper has been published in proceedings
of 2016 World Conference on Innovation, Engineering, and Technology (IET
2016), June 24 to 26, 2016, Sapporo, Japan.

2. This work was supported in part by the Ministry of Science and Technol-
ogy, Taiwan, R.O.C., under grant no. MOST 104-2221-E-260-004.

station (denoted by eNodeB) and the DL is defined for the
transmission from eNodeB to UE. To be able to transmit in
both directions, we find that a UE or eNodeB must have a
duplex scheme. There are 2 forms of duplex defined in
LTE, namely, frequency division duplex (FDD) and time
division duplex (TDD).**

Frequency division duplex implies that DL and UL trans-
mission take place in different, sufficiently separated, fre-
quency bands. In the case of TDD, there is a single
frequency band so that the UL transmission and the DL trans-
mission are separated in the time domain on a cell basis. Dif-
ferent asymmetries in the amount of resources, ie, subframes,
allocated for UL and DL transmissions, are provided through
the 7 different DL/UL configurations within a radio frame
(10 ms) as displayed in Table 1. The switch between DL and
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TABLE 1 TDD configuration

DL/UL Subframe Number
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Abbreviations: DL, downlink; TDD, time division duplex; UL, uplink. D, DL
subframe; U, UL subframe; S, Special subframe.

UL occurs in the special subframe (denote by S in Table 1),
which is split into 3 parts: a DL part, a guard period, and a
UL part. The DL part can be treated as a DL subframe that
can be used to transmit a smaller amount of data than a regular
subframe. The UL part, however, is not used for data transmis-
sion because of the very short duration. Instead, it can be used
for channel sounding or random access. It can also be left
empty, in which case it serves as extra guard period.

In this paper, the issue of power saving in LTE-TDD is
addressed. The authors have been researching power saving
mechanisms in wireless communication systems for some years.
The idea of Load-Based Power Saving (LBPS) and associated
schemes were proposed for Institute of Electrical and Electronics
Engineers 802.16. Load-Based Power Saving schemes for UE
power saving in LTE-FDD were also proposed in the authors'
previous work. In order for the previously proposed schemes
to be applied to LTE-TDD, the idea of virtual time associated
with the mapping mechanism from the virtual time to the actual
time is proposed in this paper, and 3 revised versions of LBPS
schemes to integrate real-time (RT) and nonreal-time (NRT)
traffic in sleep scheduling are proposed. Note that the term
“actual time,” instead of “real time,” is used as the contrast of
“virtual time” to avoid ambiguity with “real time” that is used
to associate traffic with bounded transmission delays.

The remainder of the paper is organized as follows. In
Section 2, a brief survey of LTE-TDD-related research and
authors' previous work of LBPS is presented. Proposed schemes
for power saving in LTE-TDD, including the mapping mecha-
nism and integrated sleep scheduling schemes for RT and NRT
traffic, are presented in Section 3. Performance evaluation is
presented in Section 4. Finally, Section 5 concludes this paper.

2 | RELATED WORK

2.1 | LTE-TDD-related research

LTE-TDD-related research in the literature can be classi-
fied into the following categories: (1) performance issue

of the HARQ (Hybrid Automatic Repeat Request) opera-
tion, (2) resource allocation and DL/UL reconfiguration,
and (3) interference mitigation, as briefly surveyed in the
following.

In a dynamic TDD system, the DL/UL configuration can
be changed on the basis on the traffic load, which leads to the
performance issue of HARQ operation. An implementation
of DL asynchronous HARQ that the eNodeB can apply for
the TDD configuration in minimize the retransmission time
was proposed in 1 study.” To reduce the signaling overhead
in Physical Uplink Control Channel and increase the spec-
trum efficiency, the authors of previous study® designed 2
novel HARQ feedback signaling schemes. In the case of
Machine Type Communications in LTE-TDD, the problem
of the large number of HARQ ACK/NACKs for different
DL subframes transmitted in a given UL subframe was
addressed in this study,7 in which a novel scheme combining
multiple HARQ ACK/NACKSs into an ACK/NACK was pro-
posed to decrease the number of transmissions. In the work of
Lu et al,® a low latency DL HARQ feedback method for TDD
Carrier Aggregation systems is proposed to shorten the trans-
mission delay.

The issue of resource allocation in dynamic TDD is
concerning about dynamic DL/UL reconfiguration to adapt
to different traffic types as well as the load condition. To
meet the requirement that all cells in the network follow
the same TDD UL/DL configuration for interference miti-
gation, the authors of previous study’ proposed a distributed
algorithm to determine the optimum configuration according
to the available UL and DL traffic of all radio resource con-
trol-connected UEs in different cells within the network.
The case of the UL traffic much higher than DL traffic in
smart grid communications was analyzed in 1 study' to find
the best TDD configuration in the average UL latency.

Intercell interference among neighboring cells adopting
TDD dynamic UL/DL reconfiguration imposes severe perfor-
mance problem, since having different UL/DL directions for
the same subframe in adjacent cells can result in new
destructive interference components, ie, eNodeB-to-eNodeB
interference and UE-to-UE interference. The idea of trans-
mission power control for interference mitigation was pro-
posed in previous studies.'"'? The authors demonstrated
that by reducing the transmission power in DL subframes
causing eNodeB-to-eNodeB interference, and by boosting
the transmission power in UL subframes suffering eNodeB-
to-eNodeB interference, UL throughput can be improved
without significant DL throughput degradation. Authors of
other literature'*'* focused on a particular small cell archi-
tecture, namely, the Phantom Cell architecture, adopted the
technique of frequency reuse to mitigate intercell interfer-
ence, and proposed a half-duplex FDD-like radio resource
assignment technique, which is a hybrid combination of
TDD and FDD.
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2.2 | Previous work of LBPS

The basic idea of LBPS is to use the technique of traffic
modelling in determining the length of the sleep period.
The traffic in LBPS is assumed to be Poisson process to take
advantage of the multiplexing property. The eNodeB esti-
mates the traffic load and calculates the length of the sleep
period in order for the accumulated data in the eNodeB's
buffer reaching a predefined level denoted by Data_TH in
LBPS. Three LBPS schemes, namely, LBPS-Aggr, LBPS-
Split, and LBPS-Merge, were proposed to deal with
multiplexing UEs in sleep scheduling. LBPS-Aggr is the sim-
plest scheme that treats all traffic as an aggregate flow in
determining the length of the sleep period and synchronizes
all UEs in sleep scheduling. The other 2 enhanced LBPS
schemes try to lengthen the sleep period by making UEs into
different groups in sleep scheduling. Starting from the same
position as LBPS-Aggr, LBPS-Split tries to split the UEs into
more groups until there is no space for further splitting.
Taking the reverse direction of LBPS-Split, LBPS-Merge ini-
tially treats each UE as a single-member group and merges
some of the groups until a feasible sleep schedule is found.
The cycle length for each group in LBPS-Merge is converted
the closest and smaller power of 2 to efficiently find a feasi-
ble sleep schedule for all groups. Please refer to the authors'
previous work'>'® for more details of the LBPS schemes.

3 | LBPS INTEGRATING RT AND
NRT IN TDD

Based on the previous work, the extended work of LBPS to
support RT and NRT traffic in LTE-TDD is proposed in this
paper. Since the previous work was proposed only for NRT in
LTE-FDD, there are 2 parts in the proposed work, ie, TDD
supporting and RT supporting, as presented in the following
sections.

3.1 | The idea of virtual time for TDD

The LBPS schemes in the authors' previous work were orig-
inally designed for LTE-FDD. Although based on the general
idea of data accumulation according to the estimated input
load and the estimated capacity in a subframe, sleep schedule
in the schemes were assigned by assuming the availability of
every subframe in a continuous manner. Two issues should
be addressed to apply the LBPS schemes to LTE-TDD.
Firstly, since the availability of subframe for DL data trans-
mission in TDD depends on the given configuration, the
algorithm of sleep scheduling needs to consider the pattern
of available subframes. Secondly, the calculation of the esti-
mated capacity for data accumulation needs to be revised,
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since the overall system capacity also depends on the TDD
configuration.

There are 2 possible directions to design the algorithm of
sleep scheduling in LTE-TDD. The first direction is to rede-
sign a new set of schemes to accommodate different availabil-
ity patterns of data transmission for different TDD
configurations. However, this way would increase the com-
plexity in sleep scheduling especially for a complicated
scheme, such as LBPS-Split or LBPS-Merge, which adopts
the mechanism of grouping UEs by splitting or merging.

Another direction is adopted by the authors to keep the
previous LBPS schemes unchanged as much as possible
and operate the schemes in the domain of virtual time, in
which every subframe is continuously available for DL trans-
mission. The result of sleep scheduling generated by the
LBPS schemes in the domain of virtual time is then mapped
to a sleep schedule in the domain of actual time. Therefore, to
apply LBPS schemes in LTE-TDD, we proposed the idea of
virtual time associated with the mapping mechanisms from
virtual time to actual time for different TDD configurations
in this paper. Mapping mechanisms for some of the configu-
rations are presented in the next section. Note that the pro-
posed mechanisms and schemes in this paper are according
to the given TDD configuration, but the selection of a proper
configuration for a given network condition (also known as
the issue of dynamic TDD) is beyond the scope of the paper.

3.2 | Mapping mechanisms

Although the system capacity depends on the channel quality,
every subframe in virtual time is assumed to have the same
amount of radio resource, which is allocated from the avail-
able radio resource in actual time. Therefore, the design of
the mapping mechanism for a given TDD configuration turns
to be the problem of allocating available radio resource to
each of the subframe in virtual time. Since this paper focuses
on DL traffic, the available radio resource for allocation is
those subframes marked as “D” (for DL transmission) in
TDD configurations as displayed in Table 1. For the sake of
simplicity, the special subframe (marked as “S”) is not con-
sidered for DL transmission in the paper. Moreover, the
capacity of each available subframe in actual time is also
assumed to be equal. A subframe in virtual time is called a
virtual subframe, and a subframe in actual time is called an
actual subframe in the paper.

Taking Configuration 1 (denoted by C1) as an explana-
tory example, there are 3 possible methods for allocating all
available DL radio resources to each virtual subframe in a
cycle of 10 ms, which is the length of a radio frame in
LTE. The first method is called one-to-all mapping, denoted
by M1 in the paper, in which the radio resource for a virtual
subframe comes from every available actual subframe. An
example illustrating the mapping in a cycle of 10 subframes
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is given in Figure 1, in which there are 3 parts in the figure:
the upper part displays the actual subframes, the middle part
displays the virtual subframes, and the lower part indicates
the mapping from each virtual subframe to the actual sub-
frame(s). As illustrated in Figure 1, there are 4 actual sub-
frames in a cycle of 10 ms in Cl. Each actual subframe
contributes 1/10 of its radio resource to each virtual sub-
frame. In this way, each virtual subframe is given 4/10 of
the capacity in an actual subframe and maps to actual sub-
frames 0, 4, 5, and 9 in M1, which means an awake virtual
subframe (eg, virtual subframe 0) determined by the sleep
scheduling scheme results in 4 awake actual subframes (ie,
actual subframes 0, 4, 5, and 9). Apparently M1 is not a good
way of mapping from the viewpoint of power saving effi-
ciency; thus,
mechanisms.

Another method of mapping is called continuous map-
ping, denoted by M2. In M2, as illustrated in Figure 2,
starting from actual subframe O the available radio resource
is first allocated to virtual subframe O until reaching the equal
share of the total capacity, ie, 4/10 of the capacity in an actual

it serves as a contrast to other mapping

Subframe no.

0 1 2 3
c [o]
[ B
Actual 1 : 1 : 1
Subframe ' ! ' ! '
] 1 1
o
Lo—L_-L-
Virtual v
Subframe
Virtual Subframe

0 1 2 3
Mapping to * *
Actual Subframe 0459 0

FIGURE 1 One-to-all mapping (M1) for C1
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Virtual Subframe 0 1 2 3 4 5 6 7 8 9
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FIGURE 2 Continuous mapping (M2) for C1

subframe in the case of Cl. Another 4/10 of the capacity
from actual subframe O is allocated to virtual subframe 1.
The rest of 2/10 of the capacity from actual subframe 0 com-
bined with 2/10 of the capacity from actual subframe 4 (the
next available subframe in C1) is then allocated to virtual
subframe 2. The rest of the radio resource from actual sub-
frame 4 is allocated to virtual subframes 3 and 4. The alloca-
tion process continues until all virtual subframes get their
shares of the available radio resource. As displayed in the
bottom part of Figure 2, there are only 2 cases of 1-to-2 map-
ping (1 virtual subframe maps to 2 actual subframes) in M2:
virtual subframe 2 to actual subframes 0 and 4 and virtual
subframe 7 to actual subframes 5 and 9. The rest of the map-
ping is all 1-to-1.

The third method is called one-to-one first mapping,
denoted by M3. As illustrated in Figure 3, M3 makes 1-to-1
mapping first and combines the rest of the radio resource
for allocation. In this way, the type of 1-to-1 mapping from
virtual to actual (virtual subframe O ~ 7) goes first followed
by the type of 1-to-2 mapping (virtual subframe 8 ~ 9) in
M3. Moreover, as in M2, there are also 2 cases of 1-to-2 map-
ping in M3 for C1, and the difference is that the cases in M3
are next to each other (virtual subframes 8 and 9).

The upper part of Table 2 displays Cl's 3 mappings,
denoted by C1M1, C1M2, and C1M3. The entry in the row
of a mapping in the table displays the actual subframe num-
ber(s) to which the intended virtual subframe is mapping.
For instance, the first entry of CIM1 shows that virtual
subframe 0 maps to actual subframes 0, 4, 5, and 9. The map-
pings for another 2 configurations, C3 and C5, are also
included in the table. Note that a significant difference
between C5M2 and C5M3 lies in the number of 1-to-many
mapping. There are 6 cases of 1-to-2 mapping in C5M2.
However, except the 2 cases of 1-to-4 mapping in C5M3,
the rest is all 1-to-1. The impact of the number of 1-to-many
mapping on the performance of power saving is investigated
in Section 4.

Subframe no.

0 1 2 3 4 5. 6 7 3 9
c []]u]u]@][@][s][u] ][]
Actual | ' : ' : : | ' | ! | !
Subframe A N T
T T
] 1 1 1 1 1
(ALY TN I, (ALY TN T
Virtual
Subframe
Virtual Subframe 0 1 2 3 4 5 6 7 8 9
Mappingto ——§ 4§ 4 ¥ ¥ ¥ ¥ ¥
Actual Subframe 0 0 4 4 5 5 9 9 04 59

FIGURE 3 One-to-one first mapping (M3) for C1
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TABLE 2 Mapping for C1, C3, and C5

Subframe Number

Configuration
Mapping 0 1 2 3 4 5 6 7 8 9
Cl D S U U D D S U U D
CIM1 0,4 0,4 0.4 0,4 0,4 0,4 0,4 0.4 0.4 0.4
5.9 59 5.9 5.9 59 5.9 5.9 5.9 5.9 5.9
CIM2 0 0 0,4 4 4 5 5 59 9 9
CIM3 0 0 4 4 5 5 9 9 0.4 5.9
C3 D S U U U D D D D D
C3M1 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
5~9 5~9 5~9 5~9 5~9 5~9 5~9 5~9 5~9 5~9
C3M2 0 0,5 5 5,6 6 7 7.8 8 8,9 9
C3M3 0 5 6 7 8 9 0,5 5,6 7.8 8,9
C5 D S U D D D D D D D
C5M1 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
3~9 3~9 3~9 3~9 3~9 3~9 3~9 3~9 3~9 3~9
C5M2 0 0,3 3.4 4,5 5 6 6,7 7.8 8.9 9
C5M3 0 3 4 5 6 7 8 9 0, 6~9
3~5

3.3 | RT support

With the help of the proposed mapping mechanisms, the pre-
vious LBPS schemes can be applied to LTE-TDD. In this
section, 3 revised LBPS schemes, namely, LBPS-Aggr-RT,
LBPS-Split-RT, and LBPS-Merge-RT, are proposed for RT
support in bounded delays. Two factors need to be considered
in designing the revised schemes for RT support in LTE-
TDD: delays created by sleep scheduling and delays created
by the mapping mechanisms. According to the design of
LBPS schemes, the delays created by sleep scheduling are
bounded by the length of the sleep cycle for a UE, which
means that the given delay bound (DB) for a UE should be
taken into consideration in sleep scheduling. On the other
hand, the delay is also increased by the time offset from
virtual time to actual time in the mapping mechanisms.
Therefore, the maximum offset caused by the mapping mech-
anisms should also be taken into consideration in sleep
scheduling. Table 3 displays the maximum offset (denoted
by MaxOffset) of different mappings for configuration CI,
C3, and C5. For instance, the maximum offset (ie, 9 ms) in
CIMI1 occurs in the case that virtual subframe 0 maps to
actual subframe 9, and MaxOffset = 2 ms in C1M2 occurs
in the case that virtual subframe 2 maps to actual subframe
4 and virtual subframe 7 maps to actual subframe 9 as well.

Overview of the proposed RT sleep scheduling in LTE-
TDD is displayed in Figure 4. As illustrated in Figure 4, the
value of Data_TH is calculated according to the estimated
capacity of a subframe and the given TDD configuration.

The estimated load, DBs, the value of Data_TH, and the
maximum mapping offset according to the TDD configura-
tion are fed into the sleep scheduling scheme to generate a
virtual sleep schedule, which is further converted to an actual
sleep schedule by the mapping mechanism. Lastly, eNodeB
notifies related UEs by transmitting the message of Radio
Resource Control Connection Configuration.

Notations used in the proposed schemes are listed as
follows:

Ai the estimated DL load for UE;

DB; the given DB for UE; (Note that DB; = oo for an
NRT UE)

DB, the minimum DB among the UEs in the same
group in sleep scheduling

Cchanner  the estimated channel capacity for UEs in the

group for the given TDD configuration

Since the proposed schemes are operated in the domain
of virtual time, the calculation of Ccpunne; depends on the
capacity of a DL subframe as well as the ratio of DL sub-
frames in a radio frame. For example, the ratio of DL sub-
frames in C1 is 4/10, and Ccpanner = (Estimated Capacity in
a DL subframe) X 0.4. In the following, the 3 proposed LBPS
schemes for RT support in LTE-TDD are presented.

3.3.1 | LBPS-Aggr-RT

Since all UEs are grouped together in sleep scheduling in
LBPS-Aggr-RT, revision of the scheme is simpler than the
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TABLE 3 Maximum offset of different mappings for C1, C3, and C5 CQl-based
q Capacity
Configuration Estimation TDD Configuration
Mapping MaxOffset, ms Remark
CIM1 9 virtual subframe 0 maps to Load Delay Mapping
o Data_TH .
actual subframe 9 Estimation Bounds Mechanisms
MI1/M2/M3
CiM2 2 virtual subframe 2 maps to /
actual subframe 4 LBPS-Aggr-RT
virtual subframe 7 maps to LLBB;’I; S;;Pllt-RRTT Mapping
actual subframe 9 Virtual S offset
Time
CIM3 3 virtual subframe 6 maps to
actual subframe 9 Generating Virtual Sleep Schedule
C3M1 9 virtual subframe 0 maps to
actual subframe 9 ( ]
Generating Actual Sleep Schedule
C3M2 4 virtual subframe 1 maps to Actual
actual subframe 5 Time
C3M3 4 virtual subframe 1 maps to L Signaling related UEs
actual subframe 5
virtual subframe 2 maps to FIGURE 4 Real-time sleep scheduling in Long-Term Evolution—
actual subframe 6 time division duplex
C5M1 9 virtual subframe 0 maps to
actual subframe 9 K* = Min (K, DB,,;,—MaxOffset), where )
C5M2 2 virtual subframe 1 maps to DB,,,, = Min ( DB,-) for all UE;.
actual subframe 3
virtual subframe 2 maps to
actual subframe 4 . .
. Step 3. Generating the sleep schedule with the cycle length
virtual subframe 3 maps to .. . . .
actual subframe 5 K 11.1 virtual time, and through the mappmg mechanism,
) making the actual sleep schedule and notifying the related
C5M3 2 virtual subframe 1 maps to

actual subframe 3
virtual subframe 2 maps to
actual subframe 4

other 2 schemes. There are mainly 3 steps to determine the
next sleep cycle in the scheme as presented in the following:

Step 1. Calculating the length of the sleep cycle according
to the estimated load.

K = LengthAwkSIpCyl (A, Data_TH), where

1
A = XN, and Data_TH = oaXC channel- M

Please refer to the authors' previous work'® for the calcula-
tion of function LengthAwkSIpCyl. Note that the threshold
of data accumulation Data_TH is set as a percentage («) of
the capacity to reduce the probability that the amount of
data exceeding the capacity (a = 0.8 in the simulation).

Step 2. Adjusting the length of the sleep cycle according to
the minimum DB and the maximum offset caused by the
mapping mechanism.

UEs.

3.3.2 | LBPS-Split-RT

The basic idea of LBPS-Split-RT is through the operation
of splitting UEs into different groups in sleep scheduling;
the length of the sleep cycle can be increased and therefore
to achieve higher power saving efficiency. The first itera-
tion in LBPS-Split-RT is the same as the operation of
LBPS-Aggr-RT. If the calculated length of the sleep cycle
in the first iteration is larger than 1 (subframe), a series
of splitting process is performed. With both RT UEs and
NRT UEs in the network, it is intuitively to separate RT
UEs and NRT UEs in different groups. However, since
the same cycle length derived from the minimum cycle
length among all groups is used for all groups in LBPS-
Split-RT, meaning that the DB of any RT UE will eventu-
ally affect the length of the sleep cycle, there is no need to
separate RT UEs and NRT UEs in sleep scheduling.
Hence, the goal of the splitting mechanism in LBPS-
Split-RT is to minimize the difference of load among
groups. Major steps in LBPS-Split-RT are presented in
the following:
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Step 1. Calculating the cycle length for the first iteration, in
which all UEs (RT + NRT) in one group.

K = LengthAwkSIpCyl(A, Data_TH), where 3)
A = YAi,and Data_TH = aXC cpannel,
K* = Min (K, DB,,;,—MaxOffset), where @
DB,,;, = Min (DB;) for all UE;.

Step 2. Splitting UEs to increase K .
If K" > 1, splitting all UEs into K~ groups, and
1. For each group G;, calculate its cycle length
K" as follows:

Kgi = LengthAwkSIpCyl (1, Data_TH ), where

A= X m
UE€G,
®)
K* i = Min (K g;, DB,,j,—MaxOffset), where
DB,,i, = Min (DB,,) for all UE,,€G,. 6)

2. The cycle length of the iteration is calculated as
the minimum length among all K~ groups:

%
Set new K* = the smallest one among K ¢;

3. Check the possibility for more splitting:
If the new K is the same as the one in the
previous iteration, go to Step 3.
Else repeat Step 2.
Else go to Step 3.

Step 3. Generating the sleep schedule in virtual time
according to final K", and through the mapping mecha-
nism, making the actual sleep schedule and notifying
the related UEs.

3.3.3 | LBPS-Merge-RT

Starting from each UE forming a single-member group,
LBPS-Merge-RT allows UEs to have different cycle lengths
in the sleep schedule. The cycle length calculated by the
function of LengthAwkSIpCyl and the delay bound DB; for
each UE is converted to the closest and smaller power of 2
to simplify schedulability check. If it is failed to find a feasi-
ble schedule, a series of merge operation is performed until
the check of schedulability is passed. The following 2 strate-
gies are adopted in the merge operation.

1. Separating RT UEs and NRT UEs in different groups,
unless there is no other choice.

WILEY—2%2

2. Minimizing the reduction of power saving efficiency in
the merge operation, in which 2 types of merge were
defined in the previous work, nondegraded merge and
degraded merge. The merge of 2 groups that does not
result in a smaller cycle length is called a nondegraded
merge. A degraded merge is performed only when a
nondegraded merge cannot be found.

Major steps in LBPS-Merge-RT are presented in the
following:

Step 1. Calculating the cycle length for the first iteration, in
which each UE forms a group.
In general, the cycle length for group G; is calculated as
follows:

K¢i = LengthAwkSIpCyl (Ag;, Data_TH), where

Agi = the total load in group G;, and )
Data_TH = o X Cchannel,

K*Gi = Min (K g;, DBgi—MaxOffset), where

. ®)
DBg; = Min (DB,,) for all UE,, € G;,
Kk =2llwkal, ©)
. 1
Schedulability = ZGI.H. (10)

Gi

If Schedulability < = 1, go to Step 3 (ie, a feasible sleep
schedule can be found).
Else go to Step 2 (to start the merge process).

Step 2. According to the aforementioned 2 strategies for
merge operation, merging the 2 groups with the smallest
cycle length, recalculating the cycle length of the new
group according to the calculation in Step 1.

If the new value of Schedulability < =1, go to Step 3 (ie,
a feasible sleep schedule can be found).
Else repeat Step 2 (for another merge operation).

Step 3. Generating the sleep schedule in virtual time
according to the final set of K*¢;, and through the map-
ping mechanism, making the actual sleep schedule and
notifying the related UEs.

4 | PERFORMANCE EVALUATION

In this section, a performance comparison by theoretical anal-
ysis in power saving efficiency for 3 different mapping mech-
anisms is presented, followed by the results of the simulation



B3 | \WILEY

study. The following criteria are defined for performance
evaluation and comparison:

1. Power saving efficiency, denoted by PSE, is defined as
the ratio of time for UEs in the sleep mode.

2. Average delay, denoted by AvgDelay, is defined as the
average access delay of packets. AvgDelay for RT and
NRT traffic is calculated separately in the simulation.

3. Packet loss ratio, denoted by PLR, is defined as the per-
centage of discarded RT packets due to exceeding the
corresponding DB.

4.1 | Theoretical analysis of the mapping
mechanisms

To investigate the impact of the mapping mechanism on
power saving, we investigated the relationship between PSE
in virtual time (denoted by PSEy;,+.;) and PSE in actual time
(denoted by PSEj4 ) for different mapping mechanisms.
Considering the case of PSEy; .. = 0.9 as an example, in
which on the average, there is 1 awake virtual subframe
within 10 ms. We assume that each virtual subframe within
a radio frame has the equal probability (ie, 1/10) to be the
awake subframe. Therefore, the average value of PSE4
can be calculated as follows: (Note that sf is the abbreviation
for subframe in the equation)

1
PSEActual = —= Z,‘:() 10

9 ( 1_No.of mapped actual sf for virtual sf i)
10 '

3y

The value of PSE,.ya for PSEv; . = 0.9 in different
configurations and mappings is displayed in Table 4. In the
same way, the value of PSE,, for different PSEy;, ., can
be derived. Figure 5 displays the relationship between
PSEv; 1 and PSE, ., for different mapping mechanisms.
Some observations can be made according to the figure. First
of all, as expected, the method of M1 mapping results in the
smallest value of PSE4... Secondly, the same value of
PSE4ciu in M2 and M3 for a configuration implies that
M2 and M3 have similar power saving performance. How-
ever, as will be demonstrated in the simulation study, M3 out-
performs M2 in most cases.

4.2 | Simulation results for NRT only

To investigate the impact of the mapping mechanisms associ-
ated with the proposed LBPS schemes on PSE, we consid-
ered the case that only NRT UEs are present in the network
in this section. Three types of UEs are defined for simulating
different cases of the channel quality. An H-type (high link

YANG FT AL.
TABLE 4 PSE . for PSEy; 0 = 0.9
Mapping PSE 4 crual Remarks
CIM1 0.6 1-to-4 x 10
C1M2 0.88 1-to-1 X 8, 1-to-2 X 2
C1M3 0.88 1-to-1 X 8, 1-to-2 X 2
C3M1 0.4 1-to-6 X 10
C3M2 0.86 1-to-1 X 6, 1-to-2 x 4
C3M3 0.86 1-to-1 X 6, 1-to-2 X 4
C5M1 0.2 1-to-8 x 10
C5M2 0.84 1-to-1 X 4, 1-to-2 X 6
C5M3 0.84 1-to-1 X 8, 1-to-4 x 2

Abbreviation: PSE, Power Saving Efficiency

0.9 —4— CIMI —4— CIM2, CIM3

—{1— C3M1 —{— C3M2, C3M3
08 M _o—csmi —0— C5M2, C5M3
H ymy yAy /\ /d yAy A_
0.5
04 ﬂ—Dﬂgﬁ/—g;/éé—D—D—m
0.3
02 —o—OéQigi;—o—o—o—o—of

0.1

0.6 & A

PSEActual

0 01 02 03 04 05 06 07 08 09
PSE

Virtual

FIGURE 5 Comparison of the mapping mechanisms. PSE, Power
Saving Efficiency

quality) UE is assumed to use 64 quadrature amplitude mod-
ulation with channel quality indicator (CQI) value ranging
from 10 to 15. An M-type (medium link quality) UE uses
16 quadrature amplitude modulation with CQI ranging from
7t09. An L-type (low link quality) UE uses quadrature phase
shift keying with CQI ranging from 1 to 6. In addition to the
3 proposed LBPS schemes, a contrast scheme based on stan-
dard Discontinuous Reception (DRX) (denoted by Std. DRX)
is also simulated. Parameters used in the simulation are sum-
marized in Table 5.

Figures 6-8 display the results of PSE for different map-
pings in the scheme of LBPS-Aggr-RT with All-H type UEs.
In the figures, there are 2 rows of index for the x-axis. The
upper row is the input load A in Mbps, and the lower row is
the normalized utilization p calculated as dividing the input
load by the average system capacity. As expected, the map-
ping of M1 results in the worst PSE among the mapping
mechanisms.
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TABLE 5 Simulation parameters

Parameter Value

Channel capacity 20 MHz (#RB = 100)

No. of UE 40 (equal load)
Type of UE H-type: CQI 10 ~ 15
M-type: CQI 7 ~ 9
L-type: CQI'1 ~ 6
Packet size 799 bits
DATA_TH Estimated capacity X Prob_TH
Prob_TH 0.8
Min. group size 1

On duration = 1 ms
Inactivity timer = 10 ms
Short DRX cycle = 40 ms
Short cycle timer = 2 ms
Long DRX cycle = 160 ms

Contrast scheme
Std. DRX

Abbreviations: CQI, channel quality indicator; UE, user equipment.

—A— CIMI (LBPS-Aggr-RT) |—
—O— CIM2 (LBPS-Aggr-RT)
—O— CI1M3 (LBPS-Aggr-RT)

o N\
i

0.7

0.6 -

0.5

PSE

0.4

0.3

0.2

0.1

24 48 72 97 121 145 169 193 21.7 242 26.6 Mbps
0.1 02 03 04 05 06 07 08 09 1 1.1 p

Total downlink load A (Mbps)

FIGURE 6 PSE of different mappings for C1 (All-H UEs). LBPS,
Load-Based Power Saving; PSE, power saving efficiency; RT, real-time;
UE, user equipment

On the other hand, although with the same analytical PSE
result (as displayed in Table 4) and similar simulation results
for p = 0.1, M3 outperforms M2 in most of the load cases.
The reason lies in the assumption of the equal probability
for each virtual subframe to be the awake subframe in the
analysis. The assumption of equal probability holds for the
light load of p = 0.1, which is demonstrated by the simulation
results. However, the assumption no longer holds when p is
larger than 0.1, and in most of the cases, the clustering behav-
ior of 1-to-many mappings in M3 creates more benefit than
the scattering style of M2 in PSE.

Figures 9-11 display the results of PSE for different
schemes with All-H type UEs using the best mapping of

WILEY—2%2

0.9 —— C3M1 (LBPS-Aggr-RT) |—
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NN

0.5 1

PSE

0.4 1

0.3

0.2

0.1

3.6 7.2 109 145 18.1 21.7 254 29 32.6 36.2 39.9 Mbps
0.1 02 03 04 05 06 07 08 09 1 1.1 P

Total downlink load A (Mbps)

FIGURE 7 PSE of different mappings for C3 (All-H UEs). LBPS,
Load-Based Power Saving; PSE, power saving efficiency; RT, real-time;
UE, user equipment
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' \D\ —O— C5M3 (LBPS-Aggr-RT)
0.7 \
0.6

NN
0.5 \
i\
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0.2 A

PSE

0.1

48 9.7 145 193 242 29 33.8 38.7 43.5 483 532 Mbps
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Total downlink load A (Mbps)

FIGURE 8 PSE of different mappings for C5 (All-H UEs). LBPS,
Load-Based Power Saving; PSE, power saving efficiency; RT, real-time;
UE, user equipment

M3. The figures show that in PSE, the schemes of LBPS-
Split-RT and LBPS-Merge-RT outperform the scheme of
LBPS-Aggr-RT, which outperforms the contrast scheme of
Std. DRX, demonstrating the benefit of the proposed schemes
in power saving. Moreover, there is no significant difference
in PSE for LBPS-Split-RT and LBPS-Merge-RT, except in
some cases of pretty heavy load such as p = 0.9 in Figures 10
and 11. Note that the benefit of LBPS-Merge-RT over LBPS-
Split-RT in PSE is to allow different cycle lengths in sleep
scheduling at the cost of reducing the length to a power of
2 for schedulability. Better PSE for LBPS-Merge-RT in the
cases of p = 0.9 in Figures 10 and 11 demonstrates the
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FIGURE 9 PSE of different schemes for CI (All-H UEs). LBPS,
Load-Based Power Saving; PSE, power saving efficiency; RT, real-time;
UE, user equipment
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FIGURE 10 PSE of different schemes for C3 (All-H UEs). LBPS,
Load-Based Power Saving; PSE, power saving efficiency; RT, real-time;
UE, user equipment

benefit of allowing different cycle lengths. However, there
are also cases (such as p = 0.6 in Figures 9—11) that the ben-
efit of different cycle lengths is compromised by the cost of
reducing the length to a power of 2, making LBPS-Merge-
RT achieve slightly smaller PSE than LBPS-Split-RT.

4.3 | Simulation results for RT + NRT

In this section, both RT UEs and NRT UEs are present in
the simulated network. Simulation parameters are the same
as in Table 5, and the number of RT UEs and the number
of NRT UEs are equal (ie, 20 RT UEs and 20 NRT UEs).

.
T ~0=0——0_o_

0.9

0.8 4 u_—:g\'-‘

0.7 \ —A— LBPS-Aggr-RT (C5M3)
\ —{— LBPS-Merge-RT (C5M3)
0.6 +X

L\A —O— LBPS-Split-RT (C5M3)
—>— Std. DRX (C5)

wl N A &
0.3 )\

0.2 \

N

48 9.7 145 193 242 29 33.8 38.7 43.5 483 53.2 Mbps
01 02 03 04 05 06 07 08 09 1 1.1 p

Total downlink load A (Mbps)

PSE

FIGURE 11 PSE of different schemes for C5 (All-H UEs). LBPS,
Load-Based Power Saving; PSE, power saving efficiency; RT, real-time;
UE, user equipment

The value of DB for each RT UE is the same, and 3 DB
values (25, 12, and 6 ms) are simulated, respectively. In
addition, the simulation assumes that RT packets have pri-
ority over NRT packets in transmission scheduling. Since
the contrast scheme of Std. DRX lacks of the ability to sup-
port RT and LBPS-Aggr-RT is essentially inferior to the
other proposed schemes in RT support, only results of
LBPS-Split-RT and LBPS-Merge-RT are displayed in this
section.

Figures 12 and 13 display NRT's PSE and RT's PSE,
respectively, for C3 using M3 mapping mechanism. Some
observations from the figures can be made as follows:

0.9
038 \K
0.7 ﬁ\K

0.6

0.5 1

PSE for NRT

—O— LBPS-Merge-RT, DB=25ms
—O— LBPS-Split-RT, DB=25ms
—0— LBPS-Merge-RT, DB=12ms
0.2 +—— —O— LBPS-Split-RT, DB=12ms
—&— LBPS-Merge-RT, DB=6ms
—— LBPS-Split-RT, DB=6ms

0.3 —

0.1 —

3.6 7.2 109 145 181 21.7 254 29 32.6 36.2 39.9 Mbps
01 02 03 04 05 06 07 08 09 1 1.1 p

Total downlink load A (Mbps)

FIGURE 12 PSE for NRT in C3 (All-H UEs). DB, delay bound;
LBPS, Load-Based Power Saving; NRT, nonreal-time; PSE, power
saving efficiency; RT, real-time; UE, user equipment
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FIGURE 13 PSE for RT in C3 (All-H UEs). DB, delay bound;
LBPS, Load-Based Power Saving; PSE, power saving efficiency; RT,

real-time; UE, user equipment

1.

A smaller value of DB for RT UEs results in smaller
RT's PSE as well as NRT's PSE, since a smaller DB
value imposes a tighter constraint on sleep cycle length
for some groups in LBPS-Merge-RT and for all groups
in LBPS-Split-RT. Moreover, as the load increases, the
sleep cycle length becomes smaller, which dilutes the
impact of the DB value on PSE. Therefore, all curves
of RT's PSE and NRT's PSE converge at pretty heavy
loads (p > 0.9).

When the input load is not too heavy (p < 0.7), LBPS-
Merge-RT outperforms LBPS-Split-RT in NRT's PSE
because of the flexibility of LBPS-Merge-RT by
allowing different cycle lengths in sleep scheduling.

. RT's PSE is equal to NRT's PSE in LBPS-Split-RT, since

RT UEs and NRT UEs share the same cycle length in
sleep scheduling in LBPS-Split-RT. There is no signifi-
cant difference in RT's PSE between LBPS-Split-RT
and LBPS-Merge-RT, except for the cases of p = 0.7
and 0.8 under DB = 12 ms in Figure 13, in which the
cost of reducing the cycle length to a power of 2 for
schedulability in LBPS-Merge-RT results in greater loss
in RT's PSE (also in NRT's PSE as shown in Figure 12).

Figures 14 and 15 display the results of AvgDelay for

NRT and RT, respectively. Note that the case of p = 1.1
for NRT is not displayed in Figure 14 since the values of
AvgDelay for p = 1.1 are too large (over 450 ms) in com-
parison with other loads. Moreover, since the RT packets
not transmitted within the time of the corresponding DB
are discarded in the simulation, the value of AvgDelay for
RT in Figure 15 does not include all incoming RT packets.
The following observations can be made from Figures 14
and 15:

AvgDelay(ms) for NRT

120
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FIGURE 14 AvgDelay for NRT in C3 (All-H UEs). DB, delay
bound; LBPS, Load-Based Power Saving; NRT, nonreal-time; RT,
real-time; UE, user equipment
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FIGURE 15 AvgDelay for RT in C3 (All-H UEs). DB, delay bound;
LBPS, Load-Based Power Saving; RT, real-time; UE, user equipment

1.

LBPS-Merge-RT can effectively separate NRT and RT in
sleep scheduling, making clear distinction between
NRT's AvgDelay and RT's AvgDelay (ie, NRT's
AvgDelay is much higher than RT's AvgDelay). On the
other hand, there is no significant difference in NRT's
and RT's AvgDelay for LBPS-Split-RT.

As will be shown in the following results of PLR, most
of the RT packets can be transmitted within correspond-
ing DB in both schemes. For the lower value of RT's
AvgDelay under DB = 25 ms in LBPS-Merge-RT than
LBPS-Split-RT, the reason is due to the reduced cycle
length in LBPS-Merge-RT by converting the cycle
length to a power of 2.
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Figures 16 and 17 display the results of PLR for RT
packets under DB = 6 ms and DB = 12 ms, respectively.
Note that the result of PLR under DB = 25 ms is not
displayed in the paper since PLR for the case is pretty small
in both schemes. The following observations can be made
from Figures 16 and 17:

1. When the input load is not too heavy (p < 1), there is
some space for RT UEs to enter the sleep mode in both
schemes. Although the 2 schemes are designed to limit
the sleep cycle length smaller than the DB, the stochastic
nature of the arrival processes still results in cases that
some RT packets cannot be transmitted within the

10%
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Total downlink load A (Mbps)

FIGURE 16 PLR for RT with DB = 6 ms in C3 (All-H UEs). DB,
delay bound; LBPS, Load-Based Power Saving; PLR, packet loss
ratio; RT, real-time; UE, user equipment
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FIGURE 17 PLR for RT with DB = 12 ms in C3 (All-H UEs). DB,
delay bound; LBPS, Load-Based Power Saving; PLR, packet loss ratio;
RT, real-time; UE, user equipment

corresponding DB. However, the value of PLR for both
schemes is mostly under 3% when p < 1, which should
be acceptable for most multimedia applications. If PLR
is to be reduced further, the sleep cycle length in both
schemes should be reduced by assigning a lower value
of Data_TH.

2. For the case of the input load p = 1.1 (p = 39.9 Mbps),
the PLR value of both schemes goes up significantly in
comparison with other load cases. Since all UEs under
p = 1.1 have no chance at all to enter the sleep mode
in virtual time, the both schemes have already reached
the boundary condition in this case as displayed in
Figure 13. Therefore, the high value of PLR for
p = 1.1 is due to the saturation of the RT traffic load.

3. As shown in Figure 16, PLR of LBPS-Merge-RT is
mostly higher than that of LBPS-Split-RT under
DB = 6 ms. A very small DB value such as 6 ms makes
fewer groups of RT UEs in both schemes. However, due
to separation of RT UEs and NRT UEs in LBPS-Merge-
RT, fewer groups of RT UEs mean that more RT UEs are
grouped together in sleep scheduling, which creates
more competition among RT packets in transmission
and thus results in higher PLR of LBPS-Merge-RT. On
the other hand, since LBPS-Split-RT mixes RT UEs
and NRT UEs together in sleep scheduling and RT
packets have priority over NRT packets in transmission,
it also contributes to the lower PLR of LBPS-Split-RT
than LBPS-Merge-RT. The situation of transmission
competition among RT packets in LBPS-Merge-RT is
lessened for a larger value of DB, such as 12 ms in
Figure 17.

In summary, both LBPS-Split-RT and LBPS-Merge-RT
can effectively support power saving for RT UEs and NRT
UE:s in the network, but LBPS-Merge-RT shows more flexi-
bility in supporting RT UEs due to its ability of allowing dif-
ferent sleep cycle lengths in sleep scheduling.

S | CONCLUSION

The issue of energy saving in modern communication system
has long been an important research topic in the literature.
The authors previously proposed the idea of LBPS and 3
LBPS schemes, namely, LBPS-Aggr, LBPS-Split, and
LBPS-Merge, for the mode of FDD in LTE. In this paper,
the applicability of the previously proposed schemes to the
mode of TDD in LTE is investigated. The idea of virtual time
associated with the mapping mechanism from virtual time to
actual time in sleep scheduling is proposed. The following 3
types of mapping strategy are proposed in this paper: one-to-
all mapping (M1), continuous mapping (M2), and one-to-one
first mapping (M3). Theoretical analysis and simulation
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study show that M3 outperforms the other 2 in power saving
efficiency.

With the help of the mapping mechanism, 3 revised
LBPS schemes, namely, LBPS-Aggr-RT, LBPS-Split-RT,
and LBPS-Merge-RT, are proposed to support power saving
for RT UEs and NRT UEs in LTE-TDD. Simulation study
demonstrates the benefit of the proposed schemes over the
standard-based mechanism in of power saving efficiency. It
also shows that LBPS-Split-RT and LBPS-Merge-RT can
achieve better power saving efficiency than LBPS-Aggr-RT
by separating UEs in different groups in sleep scheduling.
Moreover, due to the flexibility of LBPS-Merge-RT to
allow different sleep cycle lengths for UEs, it is concluded
that LBPS-Merge-RT is better than LBPS-Split-RT in
supporting the combination of RT UEs and NRT UEs in
the network.

It is worth mentioning that the assumption of Poisson
process for the arrival traffic limits the applicability of the
LBPS schemes for more complicated traffic types, which
leads to a direction of the future work in adopting a more
sophisticated traffic model. Another direction of the future
work is to consider the mobility and handover of UEs in
designing sleep scheduling schemes.
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