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Abstract

Time framing strategies such as Stop-and-Go (S&G) [Golestani S.J., Congestion-free transmission of real-time traffic of real-time traffic in
packet networks, IEEE INFOCOM, 1990, pp.527-536; Golestani S.J., A framing strategy for congestion management, IEEE JSAC, 9(7),
1991, pp.1064-1077; Golestani S.J., Congestion-free communication in high-speed packet networks, IEEE Trans. on Communications
39(12), 1991, pp.1802-1812; Golestani S.J., A stop-and-go queueing framework for congestion management, ACM SIGCOMM, 1992, pp.8-
18] and Continuous Framing (CF) [Jau-Hsiung Huang, Biau-Jwo Tsaur, Continuous framing mechanism for congestion control in broadbanc
networks, Computer Communications, 18(10), 1995, pp.718-724] are designed to support the end-to-end delay bound and jitter bound fo
unicast connections. Considering the features of real-time multicast connections, a new time framing mechanisvultarasdContin-
uous Framingd MCF) is proposed in this article. S&G and CF allow only one time frame length per connection, but MCF allows changing of
the time frame length of a connection at intermediate nodes so that the statistical multiplexing gain within a connection is increased, i.e., the
bandwidth requirement can be reduced. We also present the multicast connection setup scheme for MCF in the article. Simulation result
show that MCF has a much better performance than that of CF, and the tighter jitter bound a connection requests, the more performanc
improvement MCF can obtair® 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction Controlled Static Prioriy (RCSH)2], Stop-and-GdS and
G) [13-16],Continuous Framing (CF)17], andGeneral-

The problem of congestion control has been the subject ofized Processor Sharind 9, 20].
extensive research for computer networks. Traditionally, = Among these control mechanisms, S&G [13-16] guaran-
acknowledgment-based control, such as window-basedtees a bounded end-to-end delay and loss free transmission
flow control, makes use of the information fed by the down- for real-time applications. Bandwidth reservation for each
stream or the destination node to regulate the input traffic. In connection is determined by the admission control based on
broadband networks, the propagation delay, when measuregeak rate requirement. S&G adopts a time framing strategy
in terms of the service time of a packet, is much longer than to separate time into frames. Under the framing architecture,
that in narrowband networks; consequently, the acknowl- S&G requires that packets arriving in tkth frame should
edgement-based control mechanism is not suitable. be sent out in thek(+ 1)th frame as shown in Fig. 1, in

In addition, the window-based flow control and first- which the time frame length is assumed toThén this way,
come-first-serve policy can neither satisfy some perfor- packets will not suffer more tham queuing time at each
mance requirements, such as bounded end-to-end delayntermediate node and therefore a bounded delay can be
and loss free transmissions, nor provide firewalls among provided along the path. In S&G, it is desirable to incorpo-
connections. Thus, some rate-based congestion controlrate multiple frame sizes according to different delay
mechanisms [1-5] have been proposed. These controlrequirements. However, the frame size of longer ones
mechanisms includBair Queueing (FQ)6], Hierarchical must be integer multiples of that of the smaller ones.
Round Robin (HRR)7], Real-Time Virtual ClockReal- As the arriving frame and the departing frame of a switch
Time VQ [8, 9], Delay-Earliest-Due-Date(Delay—EDD) node are not always synchronized as in Fig. 1, S&G intro-
[10], andJitter—Earliest-Due-DatdJitter—EDD) [11], Rate duces an extra delay, which is called thynchronization

delay, for each packet to smooth the skew between arriving

* Corresponding author. Tel.:+ 886 49 910960 ext. 4131; fax+ 886 frame and the departing frame. Hence, the synchronization
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Fig. 1. The concept of Stop-and-Go.

The CF [17] scheme was proposed to eliminate the Hence the end-to-end delay can be bounded by HT. Other
synchronization delay incurred in S&Gsuch that the end- than that if the end-to-end delay bound is reduced by half,
to-end delay bound is reduced from 2HT to HT, whete  CF can improve the link utilization by 40% for many cases
is the hop count of the connection. In order to remove the as shown in [17].
synchronization delay, the time framing structures of the  Both S&G and CF were designed for unicast connections.
incoming and the outgoing links should be perfectly When applying them to multicast connections, we found
synchronized. That is, for a connectignwhich passes that the network resources could be easily wasted. A typical
through an intermediate nodewith incoming link L;, and example of the routing tree for a multicast connection is
outgoing linkL,, nodei should start a time frame dn,, for shown in Fig. 3. It is reasonable to assume that the end-to-
connectionj as soon as a time frame finishes bp. To end delay requirements for all destinations of the multicast
achieve this, CF requires the source node to send packetgonnection are the same. We denote the delay requirement
uniformly within a frame as shown in Fig. 2, and adds an asD. Using CF, the time frame lengthof the connection is
end flag in the last packet within a frame to identify the end determined by the path from the source to the farthest desti-
of the time frame, as packets 3 and 7 in the figure. Thus, asnation, as the path S-R2 in Fig. 3. Hendeshould not be
long as the switch node sees a packet withehd flag it larger tharD/5 in this case where 5 is the link count between
knows that the incoming frame has been finished and a newS and R2. However, the bounded delay on the path from S to
frame should be started immediately on the outgoing link. R1 will equalD*3/5, which is smaller than what is required.
The packets are then transmitted uniformly over the new If we enlarge the frame lengths of links andL, to 2T, the
frame. delay requirement from S to R1 is still met while the effi-

With this mechanism, the time frames of different ciency of linksL,; and L, can also be improved. This is
connections on a link do not need to begin or end at the because the larger the time frame, the more statistical multi-
same time. As the framing structures bp and Ly, are plexing gain we can get from a connection; i.e. less band-
perfectly synchronized, there will be no synchronization width is required for the connection.
delay at each node. Under such a mechanism, a packet CF provides only one time frame length for a connection
will suffer only a delay ofT on each intermediate node, along the path, and it does not allow the switch node to

change the frame length once the length is decided. There-
fore, CF needs to be modified to improve the efficiency of

Packets with 1 2 34567 network utiliza_ti.on for multicast connectio_ns as expl_ained
the end flag: above. A modification of CF, named &&ulticast Contin-
] | l I | uous Framing (MCF)cheme, is proposed in the article to
Er‘:ﬁna:i"‘g i — T — allow the length of the time frame to be changed in switch
T3 T/4 nodes.

¥ The article is organized as described next. The concept of
S g i i MCEF is given in section 2, and the admission control, end-
frame l | ]T “Il " ' to-end delay, and jitters of MCF are also presented in the
2

section. The connection setup scheme for multicast connec-
tions is presented in section 3. In section 4, we present
several simulation results of MCF for performance evalua-
Fig. 2. CF: sending packets uniformly within a frame. tion. Lastly, section 5 concludes this article.

4567
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Fig. 3. An example of multicast routing tree.
2. Multicast continuous framing We assume time frames§,, T,,..., Tg are used for a
connection andl; = K;*T,, 1 as mentioned in section 2.1.
2.1. General concept of MCF Tmax and Tp,in are assumed to be the maximum time frame

_ ~and the minimum time frame respectively; i.&ma = Ty
MCF adopts the same framing concept as CF does, i.e.andT,,, = Tg. Tou denotes the selected output time frame
sending packets uniformly in a time frame and using end of the source node.

flags to indicate the ends of time frames. The objective of  |n order to set the end flags of all time frames for input
MCEF is to allow changes of the time frame length along the packets, the arriving packets must be buffefeg, time at
path of a connection. In MCF, each connection selects its the source node. The source node adds end flags in the end
own set of time frame lengths. The frame length of longer packets of different time frames;TT,,..., T, and records
ones in the set is assumed to be integer multiples of that ofthe values of the group number in each packet, in which we
the smaller ones. That is, if a connection selects G time define the last packet arrived in a time frame as the end
frame lengthsT; > T, > ... > Tg, they satisfy the follow-  packet of that frame. The group number of a packet in the
ing relationshipT; = Ki*Tj, 1, Ki €N, i=1~G— 1. bufferedTma« time is the sequence number of fhig, frame

The basic idea of MCF is to record the information of all - which the packet is in. For example, suppdsgy = 4Tmin
time frame lengths in the header of each packet. More speci-which means there arelg;, frames within the buffered..,
ficaIIy, MCF identifies each kind of time frame used in a time at the source node, the group number of a packet
connection by the end flag of each time frame in the packet arrived in the firstT,,;, frame has a value of 1 and the
header. For example, a packet with the end flags of time group number of a packet arrived in the secdhg frame
framesT; andT; implies the packet is the end packet of both  has a value of 2, and the group number of a packet arrived in
Ti andT;. The operations in MCF are divided into two parts: the lastT,,, frame has a value of 4. The assignment process
at the source node and at the intermediate nodes. The sourcgf the group number is repeated evéky,, time.
node performs the actions of recording all time frame infor-  The source node then sends out packets uniformly within
mation in the packets, and the intermediate nodes performthe selected output time fran¥g,. As Ty is one of the G
the actions of changing the time frame if required according time frames, the packets which were bufferBgh, time
to the information recorded in the packets. Next we present could be sent out in severdl,, frames. For example, if
the control actions of the source and the intermediate nodesT, . = 4T, and Toy; = 2Tmin, 1-€. 2 Tout = Tmax. Packets

are bufferedTl . time and sent out in twd,, frames. The

2.1.1. MCF control at the source node packets with group number 1 or 2 are sent out uniformly

As there is only one frame length allowed along the path within the first Ty, frame, and the packets with group
of a connection in CF, packets only need a one-bit field to number 3 or 4 are sent out uniformly within the second
indicate if the packet carries an end flag. MCF allows a set T, frame.
of time frames used for a connection, so the packetin MCF  Examples for the operations at the source node are given
must have one end bit for each kind of time frame. The flow in Fig. 5 in which three kinds of different time framg&g T,,
control field of a MCF packet is shown in Fig. 4. There are G andT; are chosen for the connection in whith= 2T, and
end flag bits followed by a group number in the flow control T, = 2Ts. Fig. 5 shows operations for two different arrival
field in which G is the number of frame sizes used in the patterns and two differeff, selectionsT,, = T, for case
connection. The group number is used in changing the time (A) and T, = T, for case (B). From the arrival pattern of
frame at the intermediate nodes, and the physical interpreta-case (A), packets 3, 4, 6, and 9 are end packefs, gackets
tion of the group number is explained next. 4 and 9 are end packets Bf, and packet 9 is the end packet

End flag of T1 | End flag of Tz | ..... | End flag of Tc] Te's Group Number in T4 |

Fig. 4. The flow control field of a MCF packet.
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source
node T0u1

i st Groupnumber 1 1 1 2 3 3 4 4 4
End pkt of T3 * * * *
‘ P:ﬁﬂgr End pktof T * *
End pkt of Ty *
Tmin =Ta 1 2 3 4 5 6 7 8 9
e " T2
* Tmax=T1 =Tout
departure < > T
pattern | } ! : } } l I e
out
arrival | ey w = 1 =

ST

Case (A). Arriving pattern without empty groups. (T, =T,)

Group number 4 1 1 3 4 4 4
End pktof T3 * * *
Packet with End pkt of T, * *
end flags
End pktof Ty *
Tmin =T 1 2 3 4 5 6 7
* * T2=Tou
ek Tmax=T4
departure « > Iy ““T
pattern  }— | L ‘ + — i ! ' =

T T T e o __—T
T T Te
‘ \ \

arrival | L L — ‘ .\
\ Tout Tout
3 4

pattern 4 ' ' J 4 |

Case (B). Arriving pattern with an empty group. (T, = T,)

Fig. 5. Examples of the operations at the source node.

of T1. An asterisk (*) is added above the end packets of the 4, 5, 6, and 7 whose group number is either 3 or 4 are sent
corresponding time frame. As packets 1, 2, and 3 arrived in out uniformly within the second,, frame.

the firstT,, frame, the group number of these packets is 1,

packet 4 arrived in the seconf,, frame, so its group  2.1.2. MCF control at the intermediate nodes

number is 2, etc. A3, in case (A) equal3 ., all packets The end flags and group number carried by packets are
buffered are sent out uniformly within the nekg, frame, used in changing the time frame length at the intermediate
i.e., the nine buffered packets are spacedlhy9 in case node. In this section, we only present the mechanism to
(A) of Fig. 5. change the time frame length instead of the selection of

For the arrival pattern of case (B), there is no packet the time frame length. The strategy of selecting the time
arriving in the second,, frame, and thus no packet has a frame length is presented in section 3. One of following
group number of 2. Adly,; =T, and 2Ty = Thax the three situations may occur when an intermediate node
buffered packets are sent out in two consecufiygframes. serves a connection: (1) the length of the arrival time
Packets with group number 1 or 2 (i.e. packets 1, 2, and 3) frame and that of the departure time frame are equal, (2)
are sent out uniformly within the firdi,;frame, and packets  the length of the arrival time frame is a multiple of the



60 J.-H. Huang et al. / Computer Communications 22 (1999) 56—72
Ta —~ Td
\_/
switch node
group 1 group2 group3 group4
Ta = 4T,
a d T e R

— 1 2 3 456 7 8

Packet with
departure
pattern ! -

arrival  —
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- l | i I
1 2 3 4 5 6 T
Group number 4 1 3 3 3 4 4
End pkt of T,
End pkt of T4 * *

Ta=4T Tg= 1T (K=4,J=1)

Fig. 6. Example of changing a larger time frame to smaller time frames.

length of the departure time frame, and (3) the length of the until an end packet offy arrives, but also records the

departure time frame is a multiple of the length of the arrival

number ofT, frames which have arrived since the last end

time frame. Operations of the intermediate nodes for situa- packet ofTy. We assume the numberY{Y = K). When an
tion (1) are the same as those in CF. Operations for situa-end packet ofTy arrives, the intermediate node waits for

tions (2) and (3) that require changing the time frame are (K —Y)* T,

described in the next section.

2.1.2.1. Changing a time frame into smaller oneSuppose
that the arrival time frame i§, and the departure time frame
is Tg. We assumél, = K*Ty, Tg = I*Tmin, J,K € N. The

time, starts a newly frame, and sends
buffered packets uniformly within the new frame. The
purpose of the waiting timeK(— Y)* T, is to buffer the
arriving packets until the end of @ frame so that the
timing of the arrival time frame is consistent with the
timing of the departure time frame. Two examples are

intermediate node buffers the incoming packets until an end illustrated in Fig. 7 which includes two cases af,4= T.

packet of T, arrives. Next, the intermediate node stafts
consecutive Jframes. The node sends packets with group
number [1~ J] uniformly within the first Ty frame, and
sends packet with group number + 1 ~ 2J] uniformly
within the secondTy frame, etc. In this way, the traffic
pattern from thely's point of view can be reconstructed in

As the group number is not used in changing time frames
into a larger one, the group number of each packet is not
displayed in Fig. 7. In case (A) of Fig. 7, the switch node
found that the end packet @f, i.e. packet 8, has arrived,
and the number of, arrived is 4, the switch node immedi-
ately starts a4 frame and sends out the buffered packets

the departure frames of the intermediate node. An examplewithin the frame. Case (B) of Fig. 7 shows the case in which

is illustrated in Fig. 6.
In Fig. 6, the length of, is four times of the length of,
so the packets buffered withinTa frame are sent out in four

the end packet of, packet 5, has arrived while only
frames have arrived; therefore, the switch node waits for one
extraT, frame time and then startsTg frame to send out

consecutiveTy frames. The switch node decides which packets.

packet to be sent out according to the group number. Packets

1 and 2 with group number 1 are sent out uniformly in the 5 5 aAdmission control of MCF
first Tq frame. As there is no packet with group number 2,
the secondy frame is empty as shown in the figure. Packets
3, 4, and 5 with group number 3 are sent out in the tiyd

The admission control mechanism is exercised before the
connection is set up in order to prevent the network from

frame, etc. being overloaded. The admission test of MCF is similar to
that of CF except that the time frame length of a connection
2.1.2.2. Changing time frames into a larger can be different on each link the connection passes, and the

one. Similarly, we assumeK*T,=Ty3K &N. The number of packets permitted to send out on each link may
intermediate node not only buffers the incoming packets also be different. For connection ¢ with the chosen time
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4T a = T d
1 2 3 4 5 6 7 8
Packet with |
end flags j
departure ' l I | I
pattern } —

Ta Ta Ta
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arrival y S TR o

= Il Il |

1 2 3 456 7 8
End pkt of Ta * * *
End pkt of T4 *

Case (A). 4T, =T, (K=4),Y =4,

4Ta = T4
1 2 3 4 5
‘ Packet with
end flags :
departure 1 | I
pattern L ! .
e e e
Ta #1 Ta #2 Ta #3 a Td
Sl et e /ﬁ—\ >
pattern
Delay (4~3) Ta time, then start T4
1 2 3 4 5 \ Only 3 T, amived
End pkt of T, * * 4Ta = T4
End pktof T, * detect the end packet of T 4
Case (B). 4T, =T, (K=4),Y =3,
Fig. 7. Example of changing smaller time frames to a larger time frame.
frameT, for output linkj, its contributed load on link will path. According to the operations of the switch nodes as
beU; = (M|L)/(T;C)). M; is the number of packets permitted described in section 2.1, the queueing delay bound at switch
to send on link during one time frame from connectionL nodei is the larger value of the arrival time frame length

is the number of bits in a packet, a@is the capacity ofthe  and the departure time frame lengthThat is, delay bound

link (bits/s). Hence, for connection c to be admitted into the at a switch nodéis Max (Ta, Td) Therefore, if we defin®

network, the following test should be exercised on each link as the end-to-end delay bound, then

it passes: y
Utilization test:Vlink j on the path of connection D = Ty + Z Max(T., T);) + Propagation delay (2)

U <1 D =t
Veonnections pass fink j whereH is the switch count of the path, arfhya is the
The utilization test guarantees that all links along the path delay at the source node.

are not saturated. We definedelay jittersas the maximum variation in delay
experienced by packets in a single connection. For each
2.3. End-to-end delay and jitters of MCF switch node, the output traffic pattern of one connection

will be reconstructed to be similar to its previous node.

The end-to-end delay of a path is determined by the initial Hence, a similar output traffic pattern can be maintained
delay at the source node and by the time frame lengths of thethroughout the network even if the time frame length is
input and output links at each intermediate node along the changed. So the jitters of the packets in MCF is between
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—T5 andT}, in which T} is the departure time frame of the
last switch node in the path. If we defidas the maximum
jitter (jitter bound), then

J=2TH. ®)

2.4. Discussions and comparisons

MCF inherits the characteristics of CF so that the techni-
gues proposed in CF suchBslay SendingndVirtual Tag
[17] can also be applied in MCF. Besides, MCF provides
more flexibility than CF does. Basically, MCF is a general-
ized version of CF.

Changing of the time frame length of a connection can
either increase the statistical multiplexing gain for the
connection or reduce the jitter bound by selecting a smaller
time frame at the last switch node. However, changing the
time frame length sometimes introduces a longer end-to-end
delay.

As MCF is non work-conserving, it results in a lower link
utilization than work-conserving schemes such Resal-
Time Virtual Clock8, 9] andGeneralized Processor Shar-
ing [19, 20]. However, MCF provides both delay bound and
jitter bound. Many real-time applications, particularly those
that are interactive, require a bound on jitter, in addition to a
bound on delay. Note that certain applications such as non-
interactive television and audio broadcasting require bounds
on jitter but not delay. MCF therefore satisfies the require-
ment of these applications. The issue of jitter bound is not
addressed in the control schemes liReal-Time Virtual
Clock or Generalized Processor Sharing

3. Multicast connection setup for MCF
3.1. Basic concept

The connection setup procedure of the time framing strat-
egy determines the time frame length for each link along the
path to satisfy the end-to-end delay bound of the connection.
As CF allows only one time frame length for a connection,
once the routing path (or the longest path for a multicast
connection) is decided, we can derive the time frame length
for each link as explained in section 1.

As for MCF, the flexibility of changing the time frame
length gives us more freedom to select the time frame length
for each link. As the end-to-end delay in MCF is determined
by the initial delayT;,;zat the source node and the time
frame length of each link as shown in Eq. (2), we discuss
the relationship amon@j,; the time frame length, and the
delay bound first.

Tinitiar IS the buffered time at the source node for setting the
end flags in each packet. According to the control actions of
MCF at the source node, which is presented in section 2.1.1,
Tiniia Must be larger than all time frame lengths adopted by
the connection so that the framing information can be set for
each packet. That is, ondg,;, is decided, the time frame

mmunications 22 (1999) 56-72

length for each link of the connection can not be larger than
Tintiar- Therefore, we should assign a large valud@t@. so
that there is more room for the time frame length of each
link to be enlarged.

However, a largeTia also enlarges the end-to-end
delay, which means the possible room for the time frame
length to be enlarged is reduced as the required delay bound
must be satisfied. That is, T4 is large, the time frame
length for each link must be small in order to satisfy the
requested delay bound such that the link utilization is
reduced. From this point of viewf;;, should not be too
large.

Therefore, the computation @, in MCF is based on
the concept of equally allocating the delay bound to the
source node and switch nodes, which will be explained
next. OnceT,iay IS decided, the time frame length for
each link can be decided. In general, there are three steps
in connection setup procedure of MCF for unicast connec-
tions to determinéiy and each time frame length:

(1) Compute thaninimum time framéength that each
link can provide according to the traffic pattern and the
current load of the link, and calculate the best end-to-end
delay that the path can support.The minimum time frame
length for linki is denoted byMinTimeFramg,.;. The
calculation of MinTimeFramg,; is similar to that of
S&G and CF and is explained briefly. The traffic specifi-
cation of a connection is provided by a set of {T;)
smooth parameters, which means that during any interval
of length T;, the total arrived packets of the connection
have no more thanT, bits. By examining the current load
and the traffic pattern of the requested connection, each
intermediate node can then determine the minimal frame
size for the connection. The best end-to-end delay,
denoted byBestTotalDelayis computed by Eq. (2) in
which MinTimeFramg,,; is used for the time frame
length and the term of;,;5 in the equation is replaced
by the largest value oMinTimeFrameg,,, which is
denoted byMaxofMinTimeFrame3hat is,

BestTotalDelay= MaxofMinTimeFrames

H
+Z Max(MinTimeFramegi_1, MinTimeFrame;.
i=1

Note thatMinTimeFramess the basic term folla.

(2) Determine the value o5 RestDelays defined as
the difference between the requested delay bound and
BestTotalDelaythat is,RestDelayepresents the amount
that can be allocated to the source node and switch nodes.
We adopt the policy of equal distribution for allocating
RestDelay so the value ofT;, equals the basic term
MaxofMinTimeFrameplusRestDelajSourceHopCount
whereSourceHopCournis the number of source node and
switch nodes, i.e. hop count plus one.

(3) Determine the time frame length of each link.The
time frame length for each link can be relaxed instead
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DelayBound = 300, JitterBound = 300 Frame sizes 3, 6, 12, 24, 48, 96, 192 can be used.

(a)
MinTimeFrame, MinTimeFramey, MinTimeFrame,
= =24 =6
| S }— N -{ R1 |
Lo '% L4 L, i
e MaxofMinTimeFrames =24
®) _ B
RestDelay = 300 - (24+24+24) =228
Tinitial = 24 +228/3 =24 + 76 = 100 —> 96
(c)

Fig. 8. An example for unicast connection setup in MCF.

of assigningMinTimeFrameg,,; to the link as long as the  tion of Ti,;a, Which equals Max of Min Time Frames
requested delay bound is satisfied. We call the process of+(RestDelaySourceHopCount= 24 + (300 — (24 +
enlarging the time frame lengfRelaxing 24 + 24)/3) = 100. Hence 96 is assigned Wyia. The
relaxing process for the time frame length is illustrated in

We use the example in Fig. 8 to illustrate the connection . . .
. . art (c) of the figure. For link §.in the example, we can
setup procedure for a unicast connection. We assume that o
enlarge its time frame length up to 96 and the end-to-end

time frame sizes 3, 6, 12, 24, 48, 96, and 192 can be used fordela bound is still satisfied as shown in part (c). Relaxing of
the example, and the end-to-end delay bound and jitter y P ' 9

bound are both 300MinTimeFrameg,,; of each link is links Ly and Ly IS similar to that of link L. . .
. . The connection setup procedure for multicast connections
shown in part (a) of the figure. Part (b) shows the computa-

DelayBound = 300, JitterBound = 300 7 frame sizes 3, 6, 12, 24, 48, 96, 192 can be used.

MinTimeFrame,, MaxotMinTimeFrames,, =24

MinTimeFrame, =6
=2 Rl
L,

Ly

MinTimeFrame,,
=6

L.
3 MinTimeFrame,, MinTimeFrame MinTimeFrame4

MinTimeFrame, =48 =24 =6
=24 T < 0 G
iMaxotMinTimeFramesg, =48 +
RestDelayg, =300 - (24+24+24) =228 RestDelayg, = 300 - (48+24+48+48+24) = 108
SuggestedT;abYr, =24 +204/3 =24 + 68 —> 96 SuggestedT;;;.byr, =48 + 108/5 —>48

ey Assign Ty, = 96.

Fig. 9. An example of determining;.fa in MCF for a multicast connection.
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_________________ " TotaiDélayg, °
Tinicias = 96 . TotalDelayg, : D= 96+96+;§l= 288
. =96+96+96 = 288 Step (3) :
Step (2 j
ep (2) . 6 —p 96

:” TotalDelayg, ' 43 wp 48 24 —p 48 6 —p 48

P =96+48+24 : W s T ® G (R

+ =168 :

E TotalDelayg, . Step (2) Step (4) Step (5)

©o=06+48+48+48+24 ./ R

¢ =264 : . TotalDelayg, : " TotalDelayg, : . TotalDelayg, :
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Average Node Degree =3.2
Link Bandwidth = 155Mbps (for cach way)
Propagation Delay+Precessing delay = 3ms

Fig. 12. The network topology for simulations.

is a little different from that of unicast connections as there
are normally more than one receiver in a multicast connec-
tion. For multicast connection setup, first of all, each path BurstLength1 BurstLength2
from the sender to receivers is treated as an independent ~ *BurstRate? + BursiRate2
unicast connection, and each path computes the value of Fig. 13. The train model for traffic specifications.

IdleLength1
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Fig. 14. Simulation result-1 for comparing MCF and CF.

Tintiar @ccording to steps (1) and (2) mentioned above. The bounds of all receivers are satisfied. The relaxing process is
value is then suggested to the sender for determining thesimilar to that of unicast connections.

value of T, for the multicast connection. The suggested  Fig. 9 shows an example of determining the initial delay
value of Ty s by the path from the sender to receiver R is Ti,a fOor a multicast connection in MCF. We also assume
denoted bySuggested;fiabyr. The sender then collects all  that 7 time frame sizes 3, 6, 12, 24, 48, 96, and 192 are used
values ofSuggestediiabyr and assigns the largest value of in the example, and the delay bound and jitter bound for all
them toT;,;y under the constraint that the end-to-end delay receivers are 30MinTimeFrameg,; of each link is shown
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Fig. 15. Simulation result-2 for comparing MCF and CF.
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Fig. 16. Simulation result-3 for comparing MCF and CF.

in the figure. As shown in the figui®uggested iJiabyr:
equals MaxofMinTimeFrameg plus RestDelay,/
SourceHopCount, i.e., Suggestedliabyr1 = 24+
2283 = 24+ 76, so we assign 96 to Suggesteghdbyr:.
Similarly, Suggesteqiabyr, = 48. The value of Fia is
the largest value of Suggested,di bys which does not

and 10, we can easily derive the unique time frame length of
each link from the delay bound and the link count of the
longest path. The time frame length using CF is displayed in
Fig. 11. Comparing the final time frame length of each link
by MCF in Fig. 10 with those by CF in Fig. 11, the time
frame length of link y and L, of Fig. 10 is larger than that of

make the end-to-end delay of all path exceed the requested-ig. 11, which shows the flexibility advantage of MCF over

delay bound. Therefore, we assign 96 tgid-

The relaxing process for the example in Fig. 9 is
displayed in Fig. 10. Note that the total delay of path
S-R1 is computed asTiyijag + Max(TimeFrameg,
TimeFrameg;) + Max(TimeFrameg,, TimeFrame,), and
the total delay of path S-R2 is T Tgija +
Max(TimeFramey, TimeFramez) + Max(TimeFrames,
TimeFrameg,) + Max(TimeFrameg,, TimeFrames) +
Max(TimeFrames, TimeFrameg). Link L is first relaxed.
Enlarging the time frame length of link (Lto 48, the
total delay of path S-R1 TotalDelayk,; becomes
(96 + 48 + 24) = 168, and the total delay of path S-R2
becomes(96 + 48 + 48 + 48 + 24) = 264. If we enlarge
the time frame length of link §.to 96, the total delay of
path S-R2 becomes(96+ 96 + 48+ 48+ 24) = 312
which violates the delay bound 300. Therefore, the final
time frame length of link k is 48.

In step (2), link L4 and link L can be relaxed concur-
rently. Enlarging the time frame length of link, lto 96

CF.
In the next section, the algorithm of multicast connection
setup for MCF is presented in detail. The algorithm is

adopted in the simulation of performance evaluation in
section 4.

3.2. Algorithm of multicast connection setup

There are two steps for connection setup in MCF: (1)
determining the initial delay and (2)elaxing the time
frame for each switch node. The first way and the second
way of connection setup determine the initial delay;, of
the connection, and the third way performesaxing Vari-
ables used in MCF are defined as follows:

[Variables used in MCF]:

DelayBound

the requested delay bound of all receivers.
JitterBound

makes the total delay of path S-R1 288 as computed in the requested jitter bound of all receivers.

the figure. Similarly, the time frame length of linkslcan

SourceHopCount

be enlarged to 48. The relaxing process of other links is the number of the source node and switch nodes from the

similar to that of links lg, L;, and Ls as presented above

and the final time frame lengths are displayed in the figure.

sender to receiver R, i.e. hop (switch) count plus one.
Link,...linky

Applying CF, instead of MCF, to the example in Figs. 9 the links from the sender to receiver R, whéetés the
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Fig. 17. Simulation result-4 for comparing MCF and CF.

switch count and linkis the link between the sender and the BestTotalDelay
first switch node.

the best total delay of the path from the sender to receiver R.
MinTimeFramey;

Suggestediiabyr
the minimum time frame that link can provide. the suggested value @f,; computed by receiver R in the
MaxofMinTimeFrames first way.
the largest value dflinTimeFrame,; on the path fromthe = RestDelay

sender to receiver R. the rest delay of the path from the sender to receiver R.
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Fig. 18. Simulation result-5 for comparing MCF and CF.
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Fig. 19. Simulation result-

Tniia the initial delay chosen by the sender for the
multicastconnection.

3.2.1. 1st way

1. At each receiver R, MaxofMinTimeFramas=

Max(MinTimeFrame.;)

. If 2-MinTimeFramg,y > JitterBound then receiver R
is rejected.wherbnky is the last link of the path from the
sender to receiver R.

. BestTotalDelay MaxofMinTimeFramgs
ZiH:l Max(MinTimeFramg,i_1, MinTimeFrameg;)

. RestDelay = DelayBound— BestTotalDelay

+

If (RestDelay, < 0) then receiver R is rejected.

. Suggestedfiia byr MaxofMinTimeFrames +
RestDelay/SourceHopCoumgt

3.2.2. 2nd way
The  sender
Suggesteitabyr.
The initial delayT;, iS assigned as the largest value of
Suggestet i byr under the condition that the total end-to-
end delay= DelayBoundVYreceiver R.

collects MinTimeFramg,,; and

3.2.3. 3rd way: [Relaxing]

We enlarge the time frame length of each link on the path

according to the following three constraints in which the

new time frame length of the link being relaxed is denoted
by NewTimeFrame

1. NewTimeFrames T,,itial

6 for comparing MCF and CF.

2. After updating the new time frame length, the end-to-end
delay of the path which the link is on can not be larger
than the delay bound, ie., T + St
Max(TimeFrameg,i_1, TimeFramg,;) = DelayBound
whereTimeFramg,; is the time frame length of link
The relaxing process continues until all links on the path
are relaxed.

. If the time frame is for the last link of the path to receiver
R, then the following condition must be satisfied:

2. NewTimeFrame= JitterBound

4. Performance evaluation

Some simulation results are presented in this section to
compare MCF with CF in performance. The experimental
environment including the network topology, the traffic

model, and the way to construct a multicast tree are
described next.

4.1. Experimental environment

The network topology used in the simulation is shown in
Fig. 12 in which the average degree of node is 3.2, the
bandwidth of each link is assumed to be 155 Mbps for
each direction, and the bandwidth of links to the end
hosts, which are not displayed in the figure, is assumed to
be 620 Mbps. Note that only switch nodes are displayed in
Fig. 12, and the end hosts are not displayed in the figure. We
adopt the train model as illustrated in Fig. 13 to specify the
traffic pattern. The traffic pattern can be described by six
parametersBusrtLengthi, BurstRatéd, IdleLengti, Burs-
tLengtl?, BurstRat@, and IdleLengtt?2. Two sets of the
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Fig. 20. Simulation result-7 for comparing MCF and CF.

parameters, one for smooth traffic and the other for bursty with respect to the corresponding average link utilization.
traffic are used in the simulations: The acceptance ratio is calculated as that the number of

1. Smooth traffic: BusrtLength — 30 ms BurstRatd = successful C(_)nnectlon setup divided by the nu_mber of
total connection requests. A successful connection setup
8 KBytegse¢ IdleLengtii = 30 ms BurstLengti2 = . . )
requires the delay bound and jitters bound of all receivers
20ms BurstRat@ = 4 KBytegse¢ IdleLengti?2 = . : o . .
20 ms in a connection to be satisfied. The simulation program
2. Bursty traffic: BusrtLength — 20 ms BurstRatd — compute_zs and records the acceptance_ ratlo_ for every 300
connection requests, and the simulation will stop when
48 KBytegsec ldleLengtil = 20 ms, BurstLengti2 = : .
there are more than 600 consecutive connection setup
30ms BurstRat@ = 4 KBytegsec IdleLengtl2 = . ; : :
30 ms requests failures. In this case, the network is defined as
saturated.

The switch nodes for the sender and receivers of a multi- To compare MCF with CF, we define an improvement
cast connection are randomly and uniformly selected from factor F as the ratio of increased link utilization of MCF
the 28 nodes in the network. The number of receivers is over CF when the network is saturated. That is,
determined by the group size of the connection. Once the
sender and receivers of a connection are decided tlogt- F=
est Path Tree (SPT)8] algorithm is adopted to constructa . o . . A .
multicast routing tree for each connection. SPT algorithm in link_utilization _usmg _MC'_:_ Imk_ utilization using CF'
the simulation first finds thehortest delay pathom the link utilization using CF
sender to all receivers, then the algorithm combines the
paths found into a multicast tree.

The packet size used in the simulation is 53 bytes and the 1. Figs. 14 and 15 show results of group size 2 (2 receivers)
sum of packet processing time and propagation delay on with different traffic patterns (smooth, bursty) for delay
each link is assumed to be 3 ms. Each switch node selects bound 300 ms and jitter bound 30 ms. Results of group
the time frame of a connection on an output link from the sizes 4 and 8 are shown in Figs.16,17 and Figs.18,19
following 7 time frame lengths: 3 ms, 6 ms, 12 ms, 24 ms, respectively. MCF obtains a significant performance
48 ms, 96 ms, and 192 ms. improvement over CF when connections require a tight

jitter bound (30 ms) by comparing Figs. 14-19. The
4.2. Simulation results and discussions reason is that the time frame length of each link on the
path in CF is the same and is limited by the jitter bound,
hence a small jitter bound forces the frame length to be
also small and thus reduces the link utilization. Instead,

The criterion to evaluate the performance in the simula-
tion is the acceptance raticof connection setup requests
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Fig. 21. Simulation result-8 for comparing MCF and CF.

only frame length of the last link of a connection path is 4. In order to inspect the impact of hop count on the perfor-

limited by the jitter bound in MCF, and the ability of
changing the time frame length releases the limitation
of time frame lengths of other links on the path. There-
fore, link utilization is improved significantly in MCF as
shown in the simulation.

. Figs. 20 and 21 display the simulation results of delay
bound = jitter bound= 300 ms. From these figures, the
performance improvement factor F decreases to 10%
while the connection requires a looser jitter bound. By
comparing the curves of MCF in Fig. 18 with that in Fig.
20 and Fig. 19 with Fig. 21, there is no significant differ-
ence in the average link utilization between cases of jitter
bound equals 30 ms and jitter bound equals 300 ms.
However, CF obtains better link utilization in the case
of jitter bound equals 300 ms than that of jitter bound
equals 30 ms, since the time frame length in CF is only
limited by the delay bound and the longest path instead of
the jitter bound. A better link utilization of CF under a
looser jitter bound implies that the jitter bound may affect
the link utilization significantly, while the performance 5
of MCF is almost not affected by a tighter jitter bound as
mentioned earlier.

. As we can see from the simulation results of smooth and
bursty traffic patterns, the improvement of MCF over CF
under bursty traffic, as displayed in the figures, is more
significant than those under smooth traffic. The reason is
that a larger time frame length can obtain more multi-
plexing gain for bursty traffic pattern. Although the
performance of MCF under bursty traffic also degrades,
the improvement percentage of MCF over CF is
increased.

mance, we introduce the constraint of hop count for the
multicast group so that the sender and receivers of a
group do not spread wide over the network. More speci-
fically, hop count constrainK means the sender and
receivers in the same multicast group can only locate at
a distance of hop count= X. For example, the sender
attached to switch node 1 can only have receivers
attached to switches 2, 3, 5, 6, 7, 9 in Fig. 1Xif= 3.
Note that the hop count constraint only limits the selec-
tion of sender and receivers, the path length of the final
route for a multicast group may exceed the hop count
constraint as the route finding algorithm tries to search
for a smallest delay path from the sender to each receiver.
The acceptance ratio for the casexof= 3 is displayed in

Fig. 22. By comparing Fig. 15 with Fig. 22, the accep-
tance ratio and average link utilization in MCF under
X =3 increases much more than that without hop
count constraint. This is reasonable since more delay
can be allocated to each link under the condiios: 3.

. All figures of the simulation results show that the

phenomenon of sudden drop of the acceptance ratio
always happens in the figures. This consequence is
caused by the route finding algorithm of the simulation.
The route finding algorithm tries to find a path with the
minimum total delay from the sender to each receiver,
and combines the paths found for all receivers. Thus
when the network load is light, the acceptance ratio for
connection requests is always 100% which means no
connection request is rejected. Once a connection request
is rejected from setting up, it is very likely that some
links’ resources are almost fully allocated, and that
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Fig. 22. Acceptance ratio and link utilization under hop codat 3.

causes the network topology to be divided into several tighter jitter bounds is enhanced even more significantly
parts. The following connection requests will be rejected  over CF as shown in the simulations. Similarly, MCF

if the sender and receivers of the connection are located performs much better than CF when the traffic pattern
in different parts. Therefore, the acceptance ratio drops is bursty.

suddenly. The phenomenon of sudden degradation3. MCF only introduces a small overhead during the
continues when more links get saturated and divide the connection setup phase and a small overhead during
network into more isolated parts until the whole network the data transmission phase; hence, MCF is suitable for

is saturated. real-time applications over high-speed networks.

5. Conclusion References

Considering the characteristics of multicast transmissions [1] H Zhang, S Keshav, Comparison of rate based service disciplines,

and the time framing strategy, MCF removes the depen- __ ACM SIGCOMM (1991) 113-121. , _ o
dency of the time frame lengths of links along the path of [2] DD Clark, S. Sher_1ker, L Zhang, Supporting r_eal—tlme appllcatlons_ln

. ; . an integrated services packet network: architecture and mechanism,
a connection by allowing the time frame length to be SIGCOMM (1992) 14—26.
changeable. By so doing, simulation results show that up [3] M. Sidi, W.-Z. Liu, I. Cidon, I. Gopal, Congestion control through
to 60% link utilization improvement can be achieved in input rate regulation, IEEE Trans. on Comm. (1993) 471-477.
some cases compared with those using only Continuous [4] C.M. Args, ?J.F..Kurose, D.S: Reeves, H. Sch.ulzrinne, Rgal-time
Framing strategy. Moreover, as MCF is a generalized communication in packet-switched networks, in: Proceedings of

. . . IEEE, Jan. 1994, pp.122-139.
form of CF, thus all techniques associated with CF such [5] A. Campbell, G. Coulson, D. Hutchison, A quality of service archi-

as delay sending and virtual tag can also be adopted by  tecture, ACM SIGCOMM (1994) 6-27.
MCF to further improve the link utilization. In summary, [6] A. Demers, S. Kashav, S. Shenker, Analysis and simulation of a fair-

major contributions of this article are listed below. ing-queueing algorithm, ACM SIGCOMM (1989) 1-12.

[7] C.R. Kalmanek, H. Kanakia, Rate controlled servers for very high-
1. MCF provides bounded end-to-end delayl/jitter and loss speed networks, GLOBECOM (1990) 30-39.

free transmissions as in CF. Moreover, MCF allows [8] L. _Zhapg, VirtualClock: A new traffic control _alg(_)rithm fot_’ packet

Changing of the time frame Iength such that the link switching networks, ACM Computer Communications Review 12 (4)
A (1990) 19-29.

utilization is increased.

: > LT ) o [9] G.X. Geoffery, S.L. Simon, Delay guarantee in virtual clock server,
2. The link utilization of MCF for connections requiring IEEE/ACM Trans. on Networking 3 (6) (1995) 683—689.



72 J.-H. Huang et al. / Computer Communications 22 (1999) 56—72

[10] D. Ferrari, D. Verma, A scheme for real-time channel establishment [16] S.J. Golestani, A stop-and-go queueing framework for congestion

in wide-area networks, IEEE JSAC (1990) 368—379. management, ACM SIGCOMM (1992) 8-18.
[11] D. Verma, H. Zhang, D. Ferrari, Guaranteeing delay jitter bounds in [17] B.-J. Tsaur, J.-H. Huang, Continuous framing mechanism for conges-
packet switching networks, in: Proc. TRICOMM, April 1991, pp. 35— tion control in broadband networks, Computer Communications 18
46. (10) (1995) 718—724.
[12] H. Zhang, D. Ferrari, Rate-controlled static-priority queueing, in: [18] S. Deering, D. Estrin, D. Farinacci, V. Jacobson, C.-G. Liu, L. Wei,
Proc. IEEE INFOCOM 1993, San Francisco, California, pp. 227—236. An architecture for wide-area multicasting routing, ACM
[13] S.J Golestani, Congestion-free transmission of real-time traffic of SIGCOMM, 1994 126-135.
real-time traffic in packet networks, IEEE INFOCOM (1990) 527— [19] A.K.J. Parekh, R.G. Gallager, A generalized processor sharing
536. approach to flow control- the single node case, in: Proc. IEEE INFO-
[14] S.J. Golestani, A framing strategy for congestion management, IEEE COM, 1992.
JSAC 9 (7) (1991) 1064-1077. [20] A.K.J. Parekh, R.G. Gallager, A generalized processor sharing
[15] S.J. Golestani, Congestion-free communication in high-speed packet approach to flow control in integrated services networks: the multiple
networks, IEEE Trans. on Communications 39 (12) (1991) 1802— node case, in: Proc. IEEE INFOCOM, 1993, San Francisco, Califor-

1812. nia, pp. 521-530.



